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8.1 INTRODUCTION

Remote sensing hinges on the interpretation of signa-
tures and signature changes in terms of geophysical vari-
ables. To date, operational microwave remote sensing of
sea ice has been based primarily on empirical relations
between signatures and ice type or ice type concentrations.
Empirical remote sensing has proven valuable in many
geophysical studies, but a reliance on empiricism alone
severely limits realization of the potential value of remote
sensing methods.

Plots of ice signature data versus geophysical param-
eters often show considerable scatter. Some scatter is due
to fundamental limitations in our instruments (e.g., Syn-
thetic Aperture Radar [SAR] speckle), and some is almost
surely due to random variations in ice or snow properties
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with little or norelation to geophysically significant param-
eters. However, there is evidence that much of what we
perceive as scatter is, in fact, caused by variations in
interesting geophysical parameters. For example, signa-
tures from ice typically labeled as first-year are variable
partly because of an evolution in thin, first-year ice (i.e.,
nilas and gray ice) signatures as a function of thickness and
perhaps other variables. This signature evolution can
cause nilas and gray ice to appear brighter than both calm,
open water and thicker ice in SAR images (Chapters 5, 14,
and 25), and appear to passive microwave algorithms as
mixtures of thick first-year and old ice (Chapter 14). Thus,
these variations may contain thickness information. As a
second example, variations in ice temperature, wind speed
(over open water), and atmospheric water content cause
variations in passive microwave signatures that look like
noise in averaged data, but are at least partly invertible
(Chapter 10). Thus, sea ice microwave signatures contain
more geophysical information than is routinely utilized;
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much of the potential of sea ice microwave remote sensing
remains untapped.

Realizing this potential requires an approach using both
observations and physical insight. Ice morphology and
properties are highly diverse, even within well-defined,
traditional ice types. Signature variations of potential
interest (passive or active, variations versus frequency,
polarization, and soon) are legion. Thus, tofind any but the
most obvious links between signatures and geophysical
properties, a purely empirical approach would require a
huge (and hugely expensive) comprehensive data set, or
risk missing valuable links. An exhaustive data set would
surely contain much extraneous information, but there is
no empirical way to predict which parts would later prove
inessential. Moreover, recognizing valuable new links in
such a thicket of data would be very difficult. More than a
purely empirical approach is needed if we are to find and
exploit valuable, but less than obvious, remote sensing
opportunities.

Physical understanding and insight offer us the means
to interpret data, uncover key regularities, and direct fur-
ther efforts intelligently. Even a rough understanding of
the physics underlying observations can lead to fruitful
exploratory organizations of data and new insight. For
example, Grenfell [1992] organized noisy passive micro-
wave gradient ratios for old ice by plotting them against an
approximate optical depth for the bubbly upper ice layer.
The regularity he found suggests that, in addition to more
precise work on this link, we investigate links between
optical depth and more traditional geophysical parameters,
such as ice freeboard.

Building a framework of physical understanding re-
quires quantitative signature modeling and model testing.
Several differing qualitative explanations for a given obser-
vation may be plausible; the difference in their implications
for our understanding and for remote sensing may be
considerable. Quantitative comparisons of differing expla-
nations, i.e., models, against data provide a much sharper
razor for separating the explanation closest to reality from
therest. Theresultis a stronger and broader framework of
understanding that we can use to guide the next steps of
investigation. This dialectic between theory and experi-
ment is fundamental in all areas of physics, both basic and
applied.

We derive several collateral benefits from physical un-
derstanding and signature models as well. Models allow us
to simulate signature data for remote sensing system de-
sign, quantifying benefits and costs for various choices of
system parameters. Recognizing the limits of our present
understanding allows us to better identify situations in
which present remote sensing techniques may fail. Thus
progress in remote sensing depends on the development
and judicious application of quantitative models for signa-
tures.

Research over the past decade has produced a broad but
imprecise understanding of the major physical effects de-
termining seaice signatures, as well as a number of sophis-

ticated microwave signature models for application to sea
ice. Microwave seaice signatures are largely the product of
scattering within the ice (volume scattering) and from its
interfaces (rough surface scattering), and of interactions
between these two types of scattering. A number of models
focus on volume scattering to the exclusion of surface
scattering, or vice versa; a few models treat both processes
but make simplifying assumptions about interactions be-
tween the two. All these models are of course founded on
Maxwell’s equations of classical electrodynamics, and all
assume linear, nonmagnetic dielectric behavior of the con-
stituent materials of sea ice. The differences between
models arise out of their significantly different sets of
approximations, physical descriptions of the scattering
material, and emphases on particular aspects of the prob-
lem at the expense of others. The highly developed crop of
new models has brought us an array of choices in modeling
the signature of any particular type of ice.

However, for any given combination of ice type and
conditions, not all of the available choices can be appropri-
ate. Many significant questions remain controversial. To
give just one example, we have several models for volume
scattering in first-year ice, but no generally accepted an-
swer to the question: What is the role of volume scattering
in cold first-year ice signatures, relative to surface scatter-
ing or other effects, as a function of ice thickness, snow
cover, and radiation wavelength? Such questions remain
because model development has outpaced model testing.
The majority of sea ice model-data comparisons in the
literature consist of reasonable-looking model fits to sig-
nature observations from ice for which there was little
characterization. (Reasons for thisinclude the dependence
of scattering models on ice and snow parameters quite
different from those measured in geophysical studies, as
well as a lack of understanding of needed accuracies in
ground truth data.) The problem is that most models
contain several tunable parameters and the range of ob-
servations that can be fitted is large. Therefore, success
with model fitting is, at best, limited evidence for validity of
the model under consideration. On the other hand, amodel
can be excluded via this approach only when no plausible
input parameter values produce results similar to obser-
vations. A finer criterion is needed to distinguish between
competing explanations for the same observations.

That finer criterion is quantitative comparison of signa-
ture observations from a given scene with model results
based on independent characterization of that same scene.
Studies based on such comparisons, notably those by Ulander
etal.[1992], Davis et al.[1987], Reber et al. [1987], Stogryn
[1987], and Lin et al. [1988], are thus especially valuable
(though the latter two works treat only microwave extinc-
tion rather than signatures per se, and those by Davis et al.
and Reber et al. treat terrestrial snow pack rather than sea
ice). However, the body of such work in the literature is far
from sufficient. The netresult of this situationis that, even
as 0f 1992, we know of no operational program of microwave
sea ice remote sensing in which quantitative signature



models are used to link observations with geophysical
properties (save ice type).

The purpose of this chapter is to clarify the state-of-the-
art in microwave signature modeling for sea ice, and in the
process elucidate signature-controlling properties of sea
ice. Our approach is to compare signature computations
from several models with observations in two relatively
simple, particularly well-characterized cases. The data set
in each case consists of nearly simultaneous, ground-based,
active and passive signature observations and independgnt
ice and snow characterization data. We use the data to
constrain model inputs and/or compare with model inputs
used tomatch the observations, and we provide information
on model sensitivities to input parameter variations. Al-
though we restrict ourselves to models previously docu-
mented in the literature, the results and comparisons we
present here are new. Our collection of models is not
exhaustive, but we believe we have examples of every major
type of model presently used in connection with seaice. Our
focus on small, intensively characterized regions of ice
makes possible relatively clean comparisons of models with
data, and thus sharpens the inferences we can draw. How-
ever, this focus also complicates immediate application of
our results in interpreting airborne and spaceborne sensor
data. We think it worthwhile to accept this temporary
complication for the sake of gaining physical insight.

The plan of this chapter is as follows. Section 8.2 pre-
sents an overview of the models we employ. The first part
of the overview discusses generally some major physical
issues that may be treated differently in different models
and notes the resulting practical implications. The second
part consists of summaries of the individual models, specifi-
cally noting the ways in which each treats the major issues
(the discussions are primarily physical rather than math-
ematical, but provide ample references). Readers desiring
only the most essential discussions may wish to read only
Sections 8.2.1,8.2.2.1,8.2.2.5, and the first paragraphorso
ofeach subsectionin Section 8.2. Section 8.3 treats our first
case study, that of a thin (8 cm) sheet of congelation ice,
growing rapidly without snow cover and similar to ice in
quiescent Arctic leads, that was studied as part of the Cold
Regions Research and Engineering Laboratory Experiment
(CRRELEX) in January 1988. Section 8.4 similarly ad-
dresses a second case study concerning cold, snow-covered
old ice observed as part of the Coordinated Eastern Arctic
Research Experiment (CEAREX) in October 1988. This
second case study involves two different regions on a single
old ice floe—first, a fresh, raised area having a very low
density upper layer, and second, a refrozen melt pond with
an upper layer density much closer to that of pure ice.
Section 8.5 concludes the chapter with a discussion of our
finingsin the broader context of microwave signature model-
ing and remote sensing of sea ice. We summarize what we
have learned about the state of signature modeling from
this study and offer a few caveats about what our results do
notimply. Finally, we consider directions for future work on
signature physics and remote sensing algorithms.
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8.2 OVERVIEW OF SIGNATURE MODELS

Signature modeling for geophysical media is based on
idealization and approximation. The geometric arrange-
ment of constituent materials, that is, the morphology of
geophysical media, is often complicated. Therefore, an
initial step in modeling is to abstract from the actual
morphology an idealized geometrical representation in the
hope that scattering from the idealized medium mimics
that from the actual medium while being more tractable to
compute. The choice of idealizations for any particular
combination ofgeophysical medium, electromagnetic wave-
length, polarization, etc. is typically not straightforward,
but rather a matter of judgment. Choices differ between
modelers, even with respect to exactly the same geophysical
medium. Moreover, solving the equations of scattering
almost always necessitates a number of approximations.
Appropriate approximations depend on wavelength, elec-
tromagnetic lossiness of the medium, and so on, and are
often also matters of judgment. The choices of idealizations
and approximations essentially define a scattering model.

Section 8.2.1 is meant as an observer’s guide to spotting
the key differences between models and interpreting the
following model-data comparisons. We assume on the part
of the reader a qualitative understanding of scattering,
including rough surface versus volume scattering, single
versus multiple scattering, and the propagation and scat-
tering of coherent versus incoherent waves within sea ice.
A sufficient background for our purposes is available in
Chapter 3 of this book. Section 8.2.2.1 supplements this
material. We alsorecommend asbackground thereviewsof
basic passive, active, and polarimetric signature character-
istics given in Chapters 4, 5, and 25, respectively.

8.2.1 Fundamental Physical Mechanisms and Effects

The first issue is whether a model derives signatures
based on scattering from dielectric inhomogeneities within
the medium alone (volume scattering), scattering only from
roughness at interfaces in the medium (rough surface
scattering), or from some combination of the two. Research
over the past decade has produced an array of volume
scattering models that may plausibly apply to atleast some
types of sea ice, and a corresponding array of physical
idealizations and approximation schemes. Rough surface
scattering models are presently fewer in number; there are
correspondingly fewer choices to discuss. We therefore
begin with a discussion of the main points on which volume
scattering models may differ.

A fundamental distinction between volume scattering
models concerns layering. Ice properties typically show
pronounced variations with depth. Snow may covertheice.
Thus, signature models typically treat the air-snow—sea
ice-seawater system as a stack of horizontal layers with
planar orrough interfaces (Figure 8-1). (Lateral variations
in ice properties and morphology are important. However,
because models incorporating such variations are much
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Fig. 8-1. The layered physical model of sea ice conceptually
common to most sea ice signature models, including vertical varia-
tions in snow and sea ice properties and rough air-snow and snow—
ice interfaces. The figure is schematic and not drawn to scale. Note
that first-year ice contains many brine pockets at all depths, but
few relatively small air bubbles. In old ice, the upperlayers contain
many relatively large air bubbles. Brine pockets are generally
found in lower layers.

more difficult, andbecause we can partly account for lateral
variation by using different models at different locations,
current models donot generally address thisissue. Neither
has signature modeling for features such as ice ridges and
thermal cracks received much attention; we therefore omit
this topic from our discussion here. These matters may well
require reconsideration, as we discuss in Section 8.5.) Models
differ significantly in the number of scattering layers they
treat. Perhaps even more significant is whether interac-
tions of waves scattered or reflected from different layers
are treated coherently or incoherently. When layer inter-
faces are nearly planar (measuredinradiation wavelengths)
and scattering in the layers is not too strong, waves re-
flected from layer interfaces remain coherent and thus
interfere. Microwave signatures are strongly affected by
this interference, and thus highly sensitive to layer thick-
nesses, radiation wavelength, and incidence angle (see, for
example, Blinn et al. [1972]). Roughness of the layer
interfaces, strong scattering within layers, or nonuniformity
of layer thickness within the sensor footprint can destroy
the coherence of contributions from different layers. Sensi-
tivity to layer thickness is greatly decreased in this case.
Most models treat field contributions as either completely
coherent (e.g., strong fluctuation theory models) or com-
pletely incoherent (e.g., classical radiative transfer mod-
els). The appropriate choice of coherent or incoherent model
in a given situation depends on the radiation wavelength,
sensor bandwidth, uniformity of layer thickness and in-
terface roughness, and so on, and may not be clear when
first approaching a problem theoretically.

Another distinction between volume scattering models
arises in the way they picture the spatial permittivity
fluctuations inside the scattering medium. Discrete scat-
terer models envision a homogeneous dielectric background
medium, in which are embedded discrete inclusions or

particles of materials having permittivities different from
that of the background. The random nature of the scatter-
ing medium in this picture is due to randomness in particle
positions, sizes, and perhaps composition. Computational
tractability often constrains particle shapes toberelatively
simple (spheres or ellipsoids) and, in some instances, also
constrains particle size or the size distribution. In contrast
are so-called continuous random medium models in which
permittivity fluctuations may be modeled as an arbitrary
random function of position, characterized by its mean,
variance, and spatial correlation. The term “continuous
random medium model” is actually a slight misnomer
because there is norestriction that the function describing
the random permittivity fluctuations be continuous; in-
deed, two-point permittivity fluctuation statistics in dis-
creterandom media have been computed and used [Stogryn,
1984a,1985,1986; Vallese and Kong, 1981; Jin and Kong,
1985; Reber et al., 1987]. In fact, both of the models based
on the continuous random medium model that we employ in
this chapter (Sections 8.2.2.6 and 8.2.2.7) actually assume
discrete inclusions of scattering material in the ice. The
point, however, is that continuous random medium models
are not restricted to discrete scatterers and may treat
geometrically complex media directly.

It might seem preferable to avoid the restrictions of
discrete scatterer models entirely and employ only continu-
ous random medium models. In practice, however, the
choice between these types of models is linked to a third
important distinction between models, namely the degree
to which they treat multiple scattering of the incoherent
field. Recall from Chapter 3 that volume scattering may be
thought of in terms of a coherent field which propagates
down into the medium, decaying due to both absorption
and scattering into incoherent fields (Section 8.2.2.1). When
absorptionis small and scattering is strong, the incoherent
fields may themselves be scattered repeatedly. Discrete
scatterer models, especially those that can be cast in the
form of classical radiative transfer theory, are generally
able to treat multiple scattering of the incoherent field.
However, practical solutions of the field equations in con-
tinuous medium models have, to date, been restricted to
cases where the incoherent field is only singly scattered
(specific examples and references are given in Sec-
tions 8.2.2.6 and 8.2.2.7—note that this is a restriction in
practice, not in principle). This limitation is evidently
significant in some strong scattering cases such as the one
we consider in Section 8.4. Thus, the distinction between
models that treat multiple scattering of the incoherent field
and those that do not is linked in practice to the choice of
description for therandom scattering medium. There s, at
least at present, atradeoffbetween generality in describing
the scattering medium on one hand and the strength of
scattering that can be treated on the other.

Turning to rough surface scattering models, one major
idealization stands out. The probability distribution of
surface heights at any n points on the surface is assumed to
be homogeneous and jointly Gaussian in virtually all mod-



els currently applied to sea ice. The roughness of some ice
types (e.g., pancake ice) may fail to satisfy these assump-
tions; thus interpretation of model-data comparisons may
be aided by awareness ofthis idealization. Most models also
assume that surface roughness statistics (e.g., correlation
length) are independent of orientation on the surface, i.e.,
that surface roughnessstatistics are directionally isotropic.
Variation between models can occur because of differing
assumptions about the form of the surface roughness corre-
lation function, or equivalently the spectrum of surface
height variations. The most common choice is an exponen-
tial form for the correlation function. This choice is not
strictly compatible with models that are derived assuming
that the surface height possesses at each point a well-
defined tangent plane, but ignoring this conflict often leads
toreasonable results. The maindivision between modelsis
the choice of approximation scheme. Models relying on
conventional perturbation theory are, roughly speaking,
restricted to surfaces whose height variations are much
smaller than theradiation wavelength. Models that usethe
tangent plane approximation (collectively called physical
opticsmodels) are restricted tosurfaces whoseroughness is
smoothly undulating on horizontal length scales compa-
rable to the wavelength. New rough surface scattering
models generally attempt to supersede the restrictions of
these classical models.

A few issues are common to volume and surface scatter-
ing models. The first of these arises because the brine
pocket and drainage structures of congelation sea ice
(Chapter 2) cause a directional anisotropy in dielectric
properties for thisice [Sackinger and Byrd,1972; Bogorodskii
and Khokhlov, 1977; Golden and Ackley, 1981]. The per-
mittivity and absorption measured with electric fields ori-
ented vertically (along the preferred direction of the struc-
ture) are notably larger than those measured in orthogonal
directions (Chapter 3). This may be important in under-
standing the signatures of some ice types. However, models
differ in whether and how they take account of this phenom-
enon. Models for passive microwave signatures may or may
not take into account the ice temperature profile within the
effective range of emitting ice depths. Finally, models may
be polarimetric, nonrigorously polarimetric, or simply
nonpolarimetric. Volume scattering models derived sys-
tematically from Maxwell’s equations are in principle pola-
rimetric, whether or not the effort has been expended to
make any particular implementation of the model polari-
metric. The same holds true of classical radiative transfer
models. However, models derived from radiative transfer
after many simplifications typically are not polarimetric.
Surface scattering models based on conventional perturba-
tion theory are also polarimetric. However, physical optics-
based surface scattering models are, at best, nonrigorously
polarimetric, because of the nonrigorous tangent plane
approximation they employ.
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8.2.2 Volume Scattering Models

8.2.2.1. General comments on models in the form of
classical radiative transfer. The classical theory of radia-
tive transfer for scattering in volume was developed exten-
sively to treat propagation, emission, and scattering prob-
lems in stellar and planetary atmospheres, as well as
various other media [Ishimaru, 1978, and references
therein]. Ithas since found application in signature model-
ing for vegetation and for sea ice [Fung and Eom, 1982;
Tsanget al.,1985; Ulaby et al.,1982]. Though at least some
snow and sea ice signatures computed using classical radia-
tive transfer depart seriously from reality (see below), its
intuitive form and the store of solution techniques from
classical theory provide strong motivations to cast modern
theories, including several that we apply in this chapter, in
the classical form. We therefore begin this section with a
discussion of features common to these models by reason of
their form, as well as some of the fundamental physical
insight about scattering that classical radiative transfer
provides.

The fundamental quantity in radiative transfer is the
specificintensity I defined at any pointinspacer as the power
flowing in a given direction s per unit solid angle per unit
emitting area per unit bandwidth, assuming unpolarized
radiation. (To construct a fully polarimetric theory, the
scalar specific intensity ! is generalized to a vector quantity
Iwhose components are the Stokes parameters of the wave
at r propagating in direction s per unit solid angle per unit
emitting area per unit bandwidth.) The point rneed not lie
in the volume containing the scatterers. In the classical
theory, an integro-differential equation which governs/ as
a function of position and direction is derived heuristically
[Ishimaru, 1978, Chapter 7]

d I(r, g‘)

- §)+d (r,8) @
ds

dsp(s s)I(r,

- ol (59)+ J

4r

where £, is the extinction coefficient for coherent intensity,
P is the so-called phase function relating scattering from
direction §’into direction S s, and Jis a thermal source term
owing to emission w1th1n the scattering volume. In a
polarimetric theory, the phase function and extinction coef-
ficient generalize to 4¥4 matrices, and the emission source
term generalizes to a vector with four components (see, for
example, Tsang et al. [1985]). This equation, known as the
equation of radiative transfer or transport equation, de-
scribes the total change in specific intensity in the direction
S as a sum of effects, namely extinction, scattering from
other directions into the direction s, and thermal emission
into that direction. Note that the extinction coefficient &,
results not only from absorption but also from scattering
out of direction S into other directions. Because Equation
(1) is a first order differential equation, it is necessary to
specify boundary conditions, one for each region in which
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the equation is to be solved, to completely specify the
problem.

An equation relating the phase function P, the single-
scattering albedo, w, and «, results from the statement of
energy conservation:

f dsP(58) =1 0< K, @)
41

where the equality holds in the lossless case, i.e., when no
absorption takes place in the background medium or in the
scatterer. Physically, this equation states that the power
scattered out of direction s’ must not exceed the total power
loss for intensity traveling in the direction g’; in the case of
no absorption, these powers must balance.

An approximate solution method for the transport equa-
tion can be used to gain some additional physical insight
into the scattering process. Suppose for a moment that the
albedo, w, is small compared to one. Then it is reasonable
to attempt a zeroth-order solution to the transport equation
inside the scattering volume by simply ignoring the integral
term on the right-hand side of Equation (1) (which is
effectively proportional to ®). Neglecting also thermal
emission for the moment, the specific intensity to zeroth-
order in albedo satisfies the equation

ﬂ"—(—f’-ﬂ =~ lo(rs) 3)
ds

The extinction coefficient &, is real and positive; thus the
zeroth-order specific intensity is simply a real exponential
function that decays onthe lengthscale1/k,in the direction
of propagation through the medium. (The boundary condi-
tions merely determine position-dependent factors and
additive constants.) Io(r, s) contains the effects of absorp-
tion and scattering out of the direction s, but no effect of
scattering from other directions into S. The latter effect
first enters in the first-order solution , the equation for
which is obtained by substituting I1 (r,§) for the unknown
Iin Equation (1).

dh(es) __op(nd) f dsP(s¥) hlr,s) @

Pl
ds 4n

Thus, the specific intensity to first-order in albedo contains
the effects of single scattering of the zeroth-order intensity
which itself contains the effects only of absorption and
scattering out of beam. This idea is similar in spirit (if not
precisely in detail) to that in the distorted Born approxima-
tion discussed below (cf. Section 8.2.2.5): incoherent inten-
sity is generated by single scattering of fields which them-
selves contain effects of only absorption and (multiple)
coherent forward scattering. Theidea extendsnaturally:in
more strongly scattering cases, second-order intensities

result from scattering of the singly scattered first-order
intensities, third-order intensities result from scattering of
second-order intensities, and soon. Thisiterative approach
is sometimes actually used for the numerical solution of
radiative transfer and other multiple scattering theories.
However, when the albedo is not small and scattering
volumes are large (allowing more opportunities for multiple
scattering), direct numerical solutions of equations such as
Equation (1) are often more practical.

The chief assumptions in the derivation of Equation (1)
are a lack of correlation between fields traveling in distinct
directions and the independence of fields scattered from
different locations or particles [Ishimaru, 1978; Tsang et
al.,1985; Ulaby et al.,1982]. Thus coherent interaction, i.e.,
interference, between waves from different layers is not
accounted forin classical radiative transfer. As noted at the
beginning of this section, this neglect may in some cases be
asource of error, while in others, especially those involving
irregular layers, it may actually be an asset.

Solution of the transport equation requires the specifica-
tion of boundary conditions at the layer interfaces. Bound-
ary conditions for flat and rough interfaces have been
developed and used in practice [Tsanget al.,1985; Ulaby et
al., 1982]. Thus classical radiative transfer theory offers a
way to treat the combined effects of volume and rough
surface scattering. Thisis true as well for at least two of the
models described below (dense medium radiative transfer
and dense medium theory) that take the form of classical
radiative transfer. However, this combined treatment is
limited to incoherent interaction between waves scattered
from the interfaces and in the volumes.

A classical radiative transfer model with rough inter-
faces has been used with some success to fit sea ice signa-
tures [Fung and Eom,1982]. However, anumber of authors
observed that radiative transfer models predicted errone-
ous signatures, especially for snow, when driven by input
parameters derived from independent characterization
measurements [Stogryn, 1986, and references therein].
Judging from passive signature observations, it appears
that the classical assumption of independent scattering
from distinct spatial regions or particles causes an
overprediction for scattered intensities, thus lowering pre-
dicted brightness temperatures to unrealistic levels (how-
ever, see also Section 8.2.2.4). In retrospect, this may be
understandable; the classical theory was developed to treat
cases where scatterers occupied less than 1% of the total
scattering volume. The scattering particles insnow andsea
ice typically occupy 5% to 50% of the scattering volume;
effects of one scatterer on the contribution of another, in
addition to classical multiple scattering, can therefore be-
come appreciable. Such effects are generically termed
dense medium effects. While dense medium effects led
Stogryn, Kong, and others to investigate strong fluctuation
theory, others sought to develop alternative models in the
form of classical radiative transfer that would account for
nonindependent scattering. We employ three of the result-
ing models in our case studies and summarize the physical



content of these models in subsections 8.2.2.3, 8.2.2.4, and
8.2.2.8. We first summarize a simpler model with its
conceptual roots in the first-order physical picture of Equa-
tion (4).

8.2.2.2. Independent Rayleigh-scatterer layers. Most of
the models used in this chapter are based on recent devel-
opments in the theory of wave scattering in random media;
they are therefore sophisticated and, to nonspecialists,
probably arcane. We do not yet understand which situa-
tions require the sophistication of the new models. It is
therefore desirable to include in our study a physical model
based on relatively simple, intuitive considerations, but
which nonetheless has a reasonable basis in scattering
physics. Drinkwater[1989,1987], Drinkwater and Crocker
[1988] and Livingstone and Drinkwater [1991] have re-
cently applied such a model for backscattering from sea ice
(the modelis for backscattering only; passive signatures are
not treated). The essence of the model was proposed by
Attema and Ulaby[1978]for vegetation, and a version more
appropriate for sea ice was later given by Kim et al. [1984a,
b,1985](see also Section 11-5 of Ulaby et al. [1982]). In this
chapter we employ a slight extension of the model to allow
for two volume scatteringlayers within the ice. This feature
permits us to address backscattering from low-density old
ice with two layers in our second case study. The single
layer version issimilartothat used by Ulanderet al. [1992]
in connection with observations from the Bothnian Experi-
ment in Preparation for ERS-1 (BEPERS).

This model pictures the snow-ice system as a snow layer
overlying two ice layers (Figure 8-1). Each layer contains
discrete volume scatterers; these are ice grains in snow, air
bubbles inice. (Generally, the snow layer may be wet and
volume scattering from water inclusions is also modeled;
however, this situation does not arise in our study.) The
layers are assumed horizontally uniform with constant
thickness; the scatterers are assumed uniformly distrib-
uted within each layer. The volume scatterersineachlayer
are assumed much smaller than the radiation wavelength
and modeled as Rayleigh-scattering spheres. The layer
densities and sphere radii (or more generally the distribu-
tion of sphere radii) are to be specified from ice and snow
characterization data. The model does not presently treat
any effect of dielectric anisotropy in congelation ice.

The scattering model is based on the idea illustrated in
Equation (4), together with a partial accounting for rough
surface scattering effects. The total backscattering cross
sectionismodeled as an incoherent sum of component cross
sections, eachidentified with a particularrough interface or
volume scattering layer [Drinkwater and Crocker, 1988;
Kim et al., 1985]:

Ot%tal=0't§)S(9)+T32a(9’)
x {exp (—ZIQ d/ cos 9’)[039 (9’)+ o (9’)] +0'so} (5)
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where g is the angle of incidence, ¢ is the angle of refraction
in the snow layer corresponding to incidence angle 8 (as-
sumed real because the imaginary part of the snow permit-
tivity is assumed much smaller than the real part), TSGZ(H')
is the Fresnel power transmission coefficient between air
and snow (horizontally polarized for HH backscattering,
vertically polarized for VV), d is the snow layer thickness,
K, is the snow extinction coefficient, and ooas' OOS' o ;> and
051- are the backscattering cross section contributions of the
air—snow interface, the snow layer, the snow—ice interface,
and the ice volume, respectively. The permittivity of the
snow layer (which is dry in our case studies) is computed
from an empirical formula and used to calculate , for the
snow and T’ .. The snow volume scattering term is given by

R (0)=T%(¢)[1-exp(-2cd/cos )]  (6)

where 0, is the volume scattering cross section per unit
volume of the snow crystals embedded in air. Equation (6}
results by integrating the backscattered power contribu-
tions from each depth in the scattering layer, accounting at
each depth for extinction of the illumination and
backscattered contribution in the part of the layer above
that depth [Ulaby et al., 1982, Section 11-5.3]; thus, the
correspondence between this model and Equation (4). A
further correspondence is the assumption that scattered
intensity contributions from neighboring ice grains add
incoherently. Thus o,=|drN (r) gz(r) where 0, is the
Rayleigh backscattering cross section for a single spherical
ice grain and N (r) is the number of grains per unit volume
of snow with radii between r and r + dr. The total volume
of ice per unit volume of snow is 4/3 | d r N (r); this latter
number can be determined independently by a measure-
ment of bulk snow density.

The form of the equation for the ice volume scattering
term, oY%, in Equation (5) is similar to Equation (6) but
contains two terms, one for each bubbly layer; the transmis-
sion coefficients in these terms refer to transmission at the
snow—ice and ice layer interfaces, the extinction coefficients
refer to extinction with the ice layers, refracted angles are
computed within each layer, and so on. The permittivity of
bubbly ice is estimated using a Polder—van Santen type
formula given by Fung and Eom [1982]. The Rayleigh-
scattering bubbles are then assumed to reside in an effec-
tive background having the effective permittivity (which is
smaller than that of pure ice by an amount depending on
density). This lowers the cross sections of individual
bubbles in low density layers compared with identically
sized but less numerous bubbles in higher density layers
(Section 8.4.2.1). In the model results given below, extinc-
tionis computed on the basis of absorption alone. Scattering
out of beam is neglected, but this should minimally affect
computed backscattering levels for the scattering extinc-
tion coefficients and layer thicknesses in our cases.
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Any reflection or scattering at the interface between ice
layers is neglected. The rough surface scattering cross
sections, 6%, and 6%;, are computed according to a physical
optics model usinginterface roughnessstatistics from char-
acterization data (Section 8.2.3.1). Note that the model
treats no multiple scattering, scattering before or after
reflections from layer interfaces, or coherent interaction
between contributions from different layers. The model is
not polarimetric, and in fact contains little polarization
dependence. The backscattering cross sections for the air—
snow and snow—ice interfaces contain some polarization
dependence (Section 8.2.3.1), but volume scattering is po-
larization dependent only because transmission across layer
interfaces differs for vertical and horizontal polarization.
The backscattering within the volume is polarization inde-
pendent. Note also that the treatment of surface scattering
in Equation (5) accounts neither for the change in effective
illumination of snow volume scatterers due to the sprays of
energy from snow—ice and air—snow interfaces nor for any
other interactions between surface and volume scattering.

To summarize, this model is based (like classical radia-
tive transfer theory) on independent scattering. Moreover,
it neglects a number of effects included in many radiative
transfer models. Given the previous difficulties found in
comparisons between observations and signatures com-
puted using classical radiative transfer (Stogryn[1986]and
Section 8.2.2.1), thereis reason toquestion the applicability
of thismodel to snow and seaice. On the other hand, it does
include significant nonclassical, if ad hoc, modifications to
account for dense medium effects, particularly the reduc-
tion of scattering from bubbles in low-density ice layers.
Thus it is uncertain, prior to a comparison such as ours,
whether the model just described can accurately predict
active signatures of sea ice. In view of this uncertainty, the
relative simplicity of this model, and the ease with which we
can isolate different physical effects in it, argue strongly for
its inclusion in this study.

8.2.2.3. Dense medium radiative transfer. Dense me-
dium radiative transfer (DMRT) [Tsang and Ishimaru,
1987; Tsang, 1987] is a discrete scatterer model, i.e., it
proceeds from a physical model for the scattering medium
(snow or sea ice) consisting of discrete, regularly shaped
particles embedded in a homogeneous background me-
dium. Particle positions are correlated for media in which
the volume of particles exceeds a few percent of the total
volume of scattering material. The essential physical effect
in DMRT is interference between scattered field contribu-
tions from neighboring particles, even in the ensemble
averageover all particle arrangements. Theinterferenceis
governed by the correlations between particle positions; for
particles small compared with the radiation wavelength
(i.e., for Rayleigh scattering particles), this interference is
effectively destructive and results in less scattering than
would be predicted based on an independent scattering
assumption. Thus, for a given set of input parameters,
higherbrightness temperatures and lower scattering cross

sections are computed using DMRT than are computed
using classical radiative transfer theory.

The derivation of DMRT proceeds from exact multiple
scattering equations based on Maxwell’s equations, using a
series of consistent approximations for the coherent and
incoherent scattered fields. Specifically, Dyson’s general
equation for the coherent field is first approximated using
the quasicrystalline approximation with coherent-poten-
tial (QCA-CP). This approximation is sufficiently powerful
to treat densely packed volumes of scatterers with
permittivities differing strongly from their background; in
this case, the real part of the effective propagation constant
for the mean field may differ appreciably from the propaga-
tion constant in the background medium. Second, the
ladder approximation for the intensity operator is applied
in the general Bethe—Salpeter equation for the incoherent
field. The ladder approximation accounts for that cascade
of uncorrelated scattering events in the incoherent field
that can each be described in terms of the two-point statis-
tics of particle positions; DMRT thus presumes that such
events dominate multiple scattering of the incoherent in-
tensity. Within a densely packed medium, interscatterer
separations range from near- to far-field values (i.e., some
scatterers are within the near-field region of others). The
wave interactions at all ranges are included in DMRT by
using exact wave transformations from one scatterer center
to the next. The result is a theory in the form of classical
radiative transfer (the polarimetric version of Equation (1)
where the extinction rate k, and albedo  are given by ex-
pressions that agree with the classical expressions in the
limit of small particle volume fractions but generally de-
pendon correlations between particle positions). The phase
matrix, extinetion coefficient, and albedo satisfy energy
conservation.

Tsang and Ishimaru[1987] and Tsang[1987] first devel-
oped DMRT for the case of a scattering layer containing
Rayleigh-scattering spheres with a single radius. They
assumed that the function describing the correlation be-
tween scatterer positions, thatis, the pair-correlation func-
tion, could be approximated by the Percus—Yevick pair-
correlation function derived in statistical mechanics. Un-
der these assumptions, the complex effective wavenumber
of the coherent field, including effects of both scattering and
absorption, may be found by the procedure of Wen et al.
[1990] (see, in particular, Section II). Tsang [1991] gener-
alized the theory to treat Rayleigh-scattering spheres with
a distribution of sizes. The DMRT phase matrix for these
cases is identical to that in the classical theory, but albedos
depend on correlations between scatterer positions. Ex-
pressions for the albedos are given with effective permittiv-
ity algorithms in each of the above references.

Because DMRT takes the form of radiative transfer, the
array of solution methods developed for the classical theory
may also be applied to this model. The present implemen-
tation of the theory employs the discrete eigenvalue-eigen-
vector method and treats two scattering layers over a
nonscattering basement. The theory and implementation



are fully polarimetric. Interference between waves re-
flected from the variouslayer interfaces is neglected just as
inclassical radiative transfer theory. Particle shapesin the
present theory and implementation are restricted to spheres,
and sizes are presently limited to the regime in which
Rayleigh scattering is valid. The spherical particle restric-
tion precludes modeling of any effects of dielectric anisot-
ropy in the ice; thus DMRT is likely to be most appropriate
in old ice or other ice that is, to a good approximation,
dielectrically isotropic. The theory requires inputinforma-
tion onthe permittivities of the background material (ice in
sea ice, air in snow), scatterers (air bubbles in old ice, ice
grains in snow), and especially on the size and size distribu-
tion of scatterers in the various layers. Winebrenner et al.
{1989] provide information on signature sensitivities due to
variations in bubble size, ice salinity, and density in a
DMRT model with a single bubble layer containing bubbles
of a single size.

8.2.2.4. Dense medium theory. Dense medium theory
[Fung and Eom, 1985] is also a discrete scatterer model for
spheres much smaller than the radiation wavelength, the
form of which is the same as that of classical radiative
transfer, Equation (1). The essential physical difference
between dense medium theory and the classical theory is a
modification of the phase matrix, and therefore also the
extinction coefficient. Classical radiative transfer uses the
Rayleigh scattering phase matrix for small spheres. Fung
and Eom [1985] rederived the phase matrix using Mie
coefficients for terms in the spheres’ fields that fall off in
range faster than1/r. The total scattering cross section (per
unit volume of the scattering material) is computed by
integrating the modified phase function over all solid angles,
then added to the absorption cross section from Mie theory
toobtain the extinction coefficient. Thus this theory consid-
ers a key physical effect of densely packed scatterers to be
a near-field interaction between neighboring scatterers.
This theory does not rule out neighboring-scatterer inter-
ference but does not account for it. The theory does not at
present specify conditions under which eitherits near-field
terms or interference may predominate, or predict when
both effects must be considered.

Based on its modifications to classical theory, dense
medium theory predicts an increase in scattering over that
computed from the classical theory. Fung and Eom [1985]
show backscattering cross sections computed for snow at 7—
10 GHz assuming a single particle size. The cross sections
are 1-3 dB higher than those predicted by classical radia-
tive transfer; computed snow brightness temperatures in
the same frequency range are 1-8 K lower than classical
values. Fung and Eom [1985] report a better match to snow
backscattering data using dense medium theory than that
achieved using classical theory, and extinction calculations
based on this theory are consistent with optical data re-
ported by Vedernikova and Kabanov [1974]. However, the
dense medium passive signature predictions are opposite to
what would narrow the discrepancy in snow noted by
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Stogryn [1986] and others. The nonclassical effects pre-
dicted by dense medium theory decrease with increasing
frequency and increasing particle radius, but increase
monotonically for scatterer volume fractions between 0%
and 30%, at least in the example given by Fung and Eom
[1985].

Inits presentimplementation, the theory treats a single
scattering layer overlying a nonscattering basement. The
layer need not be isothermal; this theory computes bright-
ness temperatures directly, rather than emissivities, ac-
counting fully for the temperature profile in the ice layer.
The theory currently does not treat size distributions of
scatterers, but rather fixes all scatterer radii at a single
effective value tobe determined on the basis ofindependent
characterization information. The restriction to spherical
scatterers also precludes modeling of the dielectric anisot-
ropy in congelation ice. The classical form of the dense
medium theory permits the use of the classical layer dou-
bling method for solution [Ulaby et al., 1982]. The interac-
tion of waves reflected from the layer interfaces is therefore
incoherent, just as in the classical theory; results are there-
fore relatively insensitive to layer thickness. A rough
surface boundary condition is employed at both the upper
and lower layer interfaces. The results in this chapter were
computed using the Integral Equation Method of Funget al.
[1991] for the elements of the boundary condition matrix
(see Section 8.2.3.3).

8.2.2.5. General commenis on strong fluctuation theory.
The term strong fluctuation theory (SFT) refers to a class of
volume scattering models that (1) employ the continuous
random medium model to describe the scattering medium
and (2) address the problem of strong contrasts in the
permittivity of constituents of the scattering medium. For
sea ice, the strong contrasts are those between the back-
ground pureice and inclusions of brine and air. The correct
treatment of such contrasts requires decomposition of inte-
grals involving the dyadic Green’s function for the electric
field into sums of two terms. One term is a principal value
integral with a volume around the source point excluded.
The shape of this exclusion volume is determined by the
shape and orientation of the scatterers and/or equicorrelation
surfaces of the random permittivity [Stogryn, 1983a, b,
1984b; Tsang et al., 1985]. The second term consists of an
integral over a product of terms, including a delta function
centered on the source point times a dyad whose elements
depend on the shape of the exclusion volume.

The fundamental random quantity in SFT is a second-
rank tensor (which may be written in the form of a matrix),
usually denoted £. Its elements depend on (1) the fluctua-
tions of permittivity in the scattering medium and (2) the
elements of the dyad associated with the delta function
above, and thus the shape of the exclusion volume. The
spatial cross-correlations between elements of £, as func-
tions of lag, govern scattering of both the coherent and
incoherent fields in SFT. Fora scatteringmedium with only
two components (e.g., pure ice and brine), a direct connec-
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tion can be made between normalized (scalar) correlation
functions of elements of € and geometrical correlations of
positions of inclusion material (e.g., brine) [Stogryn 1984a;
Lin et al., 1988; Yueh et al., 1990]. Scattering media
containing inclusions of more than one material (e.g., brine
and airinice, orice and waterin an air background)require
the use of multiple geometrical correlations [Stogryn1984a,
1985,1987].

The coherent field in SF'T is computed according to the
bilocal approximation in Dyson’s general equation for the
coherent field [Stogryn, 1983a, 1984b; Tsang et al., 1985].
The bilocal approximation in Dyson’s equation accounts for
a cascade of uncorrelated single-scattering events, assum-
ing that the coherent wave travels between events with a
propagation constant equal to that in the background ice.
The resulting effective permittivity includes an imaginary
partdueboth to absorption and to extinction of the coherent
field by scattering into the incoherent field. The bilocal
approximation is believed to be accurate when the energy
carried by the coherent field dominates the total energy
flowing in the ice (due to both coherent and incoherent
fields). The equation for the effective permittivity in the
bilocal approximation can be solved analytically in the low
frequencylimit, i.e., when the correlation lengths of permit-
tivity fluctuations are much smaller than the radiation
wavelength [Tsangetal., 1985, Section 5.4; Stogryn, 1984b],
and numerically at higher frequencies [Stogryn, 1986].
Both of the SFT models used in this chapter employ the low
frequency, analytical solution for the bilocal approxima-
tion.

Both ofthe SFT models used in this chapter also compute
the incoherent scattered field using the distorted Born
approximation. This approximation accounts for contribu-
tions to the incoherent field that arise from scattering
directly out of the coherent field, but not for any repeated,
i.e., multiple, scattering of the incoherent field (cf. Section
8.2.2.1). Thus this approximation inherently limits the
strength of scattering that can be treated. However, this
limit is merely consistent with limitations inherent in the
bilocal approximation for the coherent field [Stogryn, 1985].
Because of this sequence of approximations, the strong
fluctuation theory models used in this chapter are some-
times termed multiple-forward-scatter, single-backscatter
models.

The strong fluctuation theory models discussed below
are purely volume scattering models, and interfaces be-
tween volume scattering layers are assumed planar. These
models treat the interaction between waves reflected from
layer interfaces coherently, and thus display layer thick-
ness-dependent interference effects.

8.2.2.6. Polarimetric strong fluctuation theory. A fully
polarimetric SFT model has recently been developed for a
system of two scattering layers over a nonscattering half-
space{Nghiem,1991, and references therein]. We term this
model polarimetric SE'T because it is fully polarimetric in
its present implementation, and to distinguish it conve-

niently from the other, quite distinct, SFT model that we
also apply in this chapter. In polarimetric SFT, the strong
permittivity fluctuations due to individual brine pockets or
air bubbles are directly responsible for volume scattering
within the sea ice. (Contrast this mechanism with that in
the SFT model of Section 8.2.2.7.)

The individual scatterers are, in general, modeled as
ellipsoidal particles of identical size. The spatial distribu-
tion of scatterer locations within the layers is uniform. In
seaice, the ellipsoids representbrine pockets and have their
longest dimension aligned with the vertical to represent the
preferred vertical direction observed in brine drainage
structure. Individual brine pockets have an ellipsoidal
cross section in the horizontal plane to represent the ob-
served horizontal anisotropy of brine pockets sandwiched
between ice platelets within a congelation sea ice crystal
(Chapter 2). The azimuthal orientation of platelet struc-
ture, i.e., the horizontal direction of c-axis alignment,
typically varies randomly between crystals (except in ex-
ceptional cases such as fast ice, where ocean currents may
align the platelet structures). Thus, moving from scatterer
toscattererin a given realization of the scattering medium,
the azimuthal orientation of the shortest axis of the ellip-
soid varies randomly with a uniform distribution between
0 and 2r radians. When the lengths of the horizontal
ellipsoid axes differ significantly, the local permittivity
fluctuations have a pronounced azimuthal anisotropy,
whereas the large-scale properties of the scattering layer
are always azimuthally isotropic. In snow, the axes of the
ellipsoids are chosen to have the same length to reflect the
isotropy of typical snow [Vallese and Kong, 1981].

The general ellipsoidal scatterer shape, the consequent
local anisotropy, and the fully polarimetric computations
are key features of this most recent SFT model [Nghiem,
1991]. Animportantconsequence oflocal azimuthal anisot-
ropy in the sea ice layer is the prediction of substantial
cross-polarized backscattering. Such a prediction differen-
tiates this model from other models that use the first-order
distorted Born approximation with arepresentation for the
scattering medium that is azimuthally isotropic on the
large scale. This model therefore predicts new and first-
year ice signatures with much higher cross-polarized back-
scattering cross sections than those predicted by other SFT
models.

Because the scatterers are nonspherical and randomly
oriented, the exclusion volume (Section 8.2.2.5) in this
model varies from scatterer to scatterer [Nghiem, 1991;
Yueh et al., 1990]1. Thus the normalized spatial correlation
at lag r between any pair of elements of € is expressed in
terms of a correlation function, R, (r) which is conditioned
on the azimuthal scatterer orientation angle ¢. Expressed
in local coordinates r=X x +¥ y+ Z z appropriate to a given
scatterer,

2 _’)’2 2 1/2
Ro(1) =exp[—(xlx—2 + ? + glf—) (7



Nghiem [1991] has coined the shorthand term “local
correlation function” for this quantity. The correlation
lengthsly,l,,andl; arerelated to the axial dimensions ofthe
scatterers (i.e., brine pockets or air bubbles in sea ice, and
ice grains in snow). However, the correspondence is not
precise for the following reasons. The actual scatterers in
snow and sea ice have a distribution of sizes. The correla-
tion lengths (and thus scatterers) are much smaller than
the radiation wavelength, according to assumptions made
inthismodel (Section 8.2.2.5). Forscatterers much smaller
than the radiation wavelength (i.e., Rayleigh scatterers),
the strength of scatteringincreases rapidly and nonlinearly
with increasing scatterer size. Thus larger, less numerous
scatterers can contribute more to the total amount of scat-
tering than the more abundant, smaller scatterers. Any
single, effective correlation length used to characterize the
scatterer size should therefore exceed the actual mean
scatterer size by an amount depending on the shape of the
size distribution [Jin and Kong, 1985]. At present, the
effective correlation lengths in Equation (7) are chosen
partly on the basis of model fitting and partly on the basis
of independent thin section analysis such as that of Lin et
al.[1988]and Perovich and Gow [1991]. (Thus this practice
is a departure from that in work by Lin et al. [1988] using
an earlier SFT model.) Typical correlation lengthsin seaice
range from tenths of millimeters to millimeters, with the
longer dimension in the vertical (/,). The correlation func-
tions for snow layers are spherically symmetric, i.e.,l, =/,
=1,, and the correlation length is on the order of tenths of
millimeters [Vallese and Kong, 1981; Reber et al., 19871.

As per the discussion above, the local azimuthal orienta-
tion of the correlation function in Equation (7) is assumed
to be random with a uniform distribution over all possible
horizontal directions. The effective permittivity, backscat-
tering cross sections, ard, for polarimetric signatures, ele-
ments of the Mueller and covariance matrices (Chapter 25)
are computed by averages over the local azimuthal orienta-
tions. The resulting (tensor) effective permittivity is azi-
muthally isotropic but reflects a dielectric anisotropy be-
tween vertical and horizontal directions due to vertically
elongated brine pockets [Nghiem, 1991]. The local azi-
muthal anisotropy locally couples electric fields of any given
polarization into orthogonally polarized fields, and this is
reflected in the backscattering signatures (for a somewhat
simpler example of this phenomenon, see Yueh et al. [1990]).

Emissivity is compuated in this model assuming that the
iceis isothermal so Kirchhoff’s law relates emissivities and
reflectivities. However, because the model is polarimetric,
polarimetric passive microwave signatures may also be
computed.

8.2.2.7. Many layer strong fluctuation theory. Stogryn
has developed a model also based on strong fluctuation
theory, but which is substantially different from that de-
scribedin Section 8.2.2.6 [Stogryn,1983a,b,1984a,b,1985,
1987]. He has applied this theory to study the effective
(tensor) permittivity of sea ice [Stogryn, 19871, but to our
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knowledge has not yet published signature computations
for seaicein the literature. We apply here an implementa-
tion of Stogryn’s theory by Grenfell which computes both
active and passive signatures. We have termed this imple-
mentation the “many layer strong fluctuation theory” be-
cause (1) it treats problems with many layers (as many as
30 in the present implementation), (2) it is not fully polari-
metric (although there is no fundamental barrier to making
itso, and (3) this model is distinguished from that described
in the previous subsection. Like polarimetric SFT, the
many layer theory is based on the bilocal and distorted Born
approximations. It also treatsinterference between waves
reflected and transmitted through the various layer planar
interfaces coherently. This theory is based fundamentally
on the continuous random medium model; however, it
assumes a very different picture for the sea ice scattering
medium and for the ultimate cause of scattering than in the
polarimetric SFT model.

Stogryn [1987] first applies strong fluctuation theory
within individual sea ice crystals assuming an aligned
array ofice platelets with vertically elongated brine pockets
sandwiched between them. He computes a directionally
anisotropic, polarization-dependent (i.e., tensor) effectiva
permittivity for a single ice crystal of size on the order of
1 em. Any air bubbles in the ice are assumed to lie around
the edges of crystals. The effective permittivity varies from
crystal to crystal because the orientation of platelet struc-
tures varies between crystals. These orientations are
assumed uncorrelated and uniformly distributed through
all azimuthal angles from 0 to 2r. It is the fluctuation of
permittivity within the jumble of crystals that causes scat-
tering, according to thismodel. The contrastin permittivities
between crystalsis smaller than that between brine and ice
(thedriving fluctuation in the previous model), but crystals
are larger than brine pockets. This approach does produce
across-polarized backscattering response, but the response
is weaker than that produced by the polarimetric SFT
model.

The many layer model takes as input profiles of ice
temperature and salinity with depth. It uses the equations
of Frankenstein and Garner [1967] to compute brine vol-
ume, and then computes effective and fluctuating
permittivities using assumptions about brine pocket and
crystal geometry and spacing. Thus the need for direct
measurements of permittivity correlation functions is
avoided at the expense of having to assume values for
parameters specifying brine pocket geometries. Permittiv-
ity of the brine pockets is set using the equations of Stogryn
and Desargent [1985]. The mostsignificant tunable param-
eters are the mean tilt angle of the long axes of brine pockets
with respect to vertical and the ratio of brine pocket length
to width. Stogryn [1987] has suggested for these param-
eters values of 24° and 200, respectively, based on model fits
to extinction data. However, these values differ from
estimates taken directly from saline ice samples [Arcone et
al., 1986; Lin et al., 1988]. Parameters relating to the
geometry of liquid water in wet snow are also significant
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and poorly known, but do not affect the studies we present
below.

Like polarimetric SFT, this model computes emissivities
on the basis of Kirchhoff’s law, which relates emissivity to
reflectivity. Thus although the model accounts for effects of
the true ice temperature profile on brine volume, and
therefore on the effective permittivity, it does not fully
account for any effects this profile may have on emission.

8.2.2.8. Modified radiative transfer. Modified radiative
transfer (MRT) {Lee and Kong, 1988; Lee and Mudaliar,
1988; Mudaliar and Lee, 1990] is a model in the general
form of classical radiative transfer based on the continuous
random medium model. The model is derived on the basis
of consistent multiple scattering approximations for both
coherent and incoherent fields. The primary aim of MRT is
to capture the general, partially coherent interaction be-
tween field contributions from different layers in the scat-
tering medium (layer interfaces are assumed planar). To
this end, the theory retains correlations between upgoing
and downgoing waves at the same angles in each layer. The
interactions appear in additional terms on the right-hand
side of the MRT analog to Equation (1). This permits the
study of coherent interaction effects as functions of volume
scattering strength, layer optical depth, and other factors.
Results from our first case study (Section 8.3) suggest the
potential relevance of these effects.

The derivation of MRT begins with a continuous random
medium in which permittivity fluctuations may be strong;
the initial development is essentially the same as that in
strong fluctuation theory. The dyadic Green’s functions are
decomposed intosingular and nonsingular parts; the singu-
lar parts are treated carefully. However, MRT computes
the coherent field using the nonlinear approximation in
Dyson’s equation. Recall from Section 8.2.2.5 that the
bilocal approximation assumes that the coherent field trav-
els between scattering events with the propagation con-
stant appropriate for the background ice. By contrast, the
nonlinear approximation assumes a propagation constant
equal to the effective propagation constant of the sea ice,
and thus accounts for additional multiple forward scatter-
ing events in the coherent field. The nonlinear approxima-
tion is roughly the continuous-medium analog to the QCA-
CP approximationin DMRT (cf. Section 8.2.2.3). MRT then
computes the incoherent scattered field, accounting for a
(presumably predominant) class of multiple scattering
events in the incoherent field as well. Specifically, MRT
makes use of the general Bethe—Salpeter equation for the
incoherent field and the ladder approximation for the inten-
sity operator in this equation (also in a kind of continuous-
medium analog to DMRT). The ladder approximation
accounts for that cascade of uncorrelated scattering events
in the incoherent field that can each be described in terms
of two-point permittivity statistics. The combination of the
nonlinear and ladder approximations produces a self-con-
sistent theory in terms of energy conservation. Including
some multiple scattering of the incoherent field would seem

to permit MRT to treat stronger scattering than theories
using the distorted Born approximation. However, solution
of the nonlinear approximation equation for the coherent
field remains restricted to the low-frequency regime. The
net effect of this restriction is not presently clear.

MRT was first developed for electromagnetic wave scat-
tering by Zuniga and Kong [1980] [Tsang et al., 1985,
Section 5.5]. Lee and Kong[1985a,b,1988] generalized the
theory to treat dielectrically anisotropic scattering media
such assalineice. However, the solutions of the theoretical
equations to date [Lee and Mudaliar, 1988; Mudaliar and
Lee,1990] arerestricted to a single, infinitely thick scatter-
ing layer; the only layer interface is at the top of the layer.
Thus there can be no interactions of waves from different
layers. The present solutions are also limited to first-order
scattering; thisis analogous to Equation (4) and essentially
equivalent to the distorted Born approximation. The present
solution is also restricted to isothermal emitting media.
Mudaliar and Lee [1990] have successfully matched some
passivesignature observations for old ice at microwave and
millimeter-wave frequencies using this solution. However,
because of the present restrictions we will not be able to
demonstrate the full capability of MRT in this chapter.
Rather, theinitial results we present are intended as aspur
to further research.

The continuousrandom medium model upon which MRT
is built has yet to be specialized to model sea ice. Thus, the
present version of MRT requires direct specifications for the
mean, variance, and correlation length of permittivity fluc-
tuations within the ice. In the case of dielectric anisotropy,
two such sets of statistics are required, one for fluctuations
in the preferred direction in the ice (which need not be
vertical), one in an orthogonal direction. These statistics
may in principle be supplied directly from independent ice
characterization measurements such as those of Perovich
and Gow [1991], but at present must often be set according
to the modeler’s judgment.

8.2.3 Rough Surface Scattering Models

Our concern with rough surface scattering in this chap-
ter is confined almost entirely toits effect on backscattering
signatures. Only one of the models we employ for passive
signatures currently includes rough surface scattering ef-
fects (namely, the dense medium theory/integral equation
method). We use this model to compute passive signatures
in only one case, that of thin gray ice, and in this case the
effects of surface roughness on emission are minor. Thus,
the following summaries focus on backscattering character-
istics of rough surface scattering models.

8.2.3.1. Physical optics under the scalar approximation.
The common element in all models based on physical optics
is the so-called tangent plane approximation. The funda-
mental unknowns inrough surface scattering problems are
the source densities of Huygens’ wavelets induced on the
surfaceby theillumination. The tangent plane approxima-



tion replaces, at each point on the rough surface, the
unknown source density by the density that would exist if,
instead of the actual surface, there existed at that point a
plane tangent to the actual surface, separating the same
dielectrics actually separated by the rough surface. Thus
physical optics models are valid only for surfaces that
undulate smoothly on horizontal length scales comparable
to the radiation wavelength; their validity at large inci-
dence angles is also problematic [Thorsos, 1988]. A more
quantitative statement of this restriction depends on the
form ofthe surface roughness correlation function, but most
authors [Ulaby et al., 1982; Thorsos, 1988] seem able to
agreeonacriterionk L > 2n. When the standard deviation
of surface heights is large compared with the wavelength,
physical optics reduces to the familiar geometric optics
approximation in which backscattering occurs from
quasispecular surface points [Ishimaru, 1978; Ulaby et al.,
1982].

The scalar approximation to physical optics uses a small
slope assumption to further simplify the vector equations
from the tangent plane approximation in the electromag-
netic case to scalar equations [Ulaby et al., 1982; Eom,
1982]. The result is a cross section approximation with a
relatively simple polarization dependence for application in
cases where surface heights may not be large compared
with the wavelength. The model predicts no cross-polarized
backscattering. Kim et al. [1985] give a (misprinted) for-
mula derived by Eom [1982] (where it is given correctly) for
HH and VV cross sections in the scalar physical optics
approximation, assuming an exponential form for the sur-
face height correlation function:

o =2|R,p|%c0s26 exp (£ 2R 2 c0s26)

y i (4k 22 cosQO)'l kEAn/L)
net n! (4k2%in% +n¥L>

(8)

)3/2

where % is the free space wave number of the incident
radiation, A is the standard deviation of rough surface
height, L is the surface roughness correlation length, and
R, isthe Fresnel reflection coefficient (for the field, not the
power) of the dielectric scattering material; the horizontal
polarization reflection coefficient is to be chosen for R,
when the pp = HH-polarized backscattering cross section is
to be computed, and the vertical polarization reflection
coefficient chosen for VV-polarized cross sections. Most
dielectrics of interest in remote sensing display a Brewster
angle in reflection; thus the reflection coefficient for hori-
zontal polarization typically exceeds that for vertical polar-
ization over a broad range of incidence angles. Conse-
quently, the HH-polarized cross sections predicted by
Equation (8) are often higher than their VV-polarized
counterparts. This feature of this model is somewhat
unusual and controversial.
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8.2.3.2. Conventional Perturbation Theory. The treat-
ment of rough surface scattering as scattering from a
perturbed flat surface was first given by Rice [1951]. The
theory hassince beenderived in alternate ways, but always
withidentical results [Ulaby et al.,1982; Tsanget al.,1985;
Jackson et al.,, 1988]. The essential idea is to expand
unknown scattered and transmitted fields in perturbation
series with kh as the small parameter, where % is the ra-
diation wave number and 4 is the standard deviation of
surface heights. The dielectrics separated by the rough
interface are assumed to extend to infinity both above and
below. Expanding the boundary conditions in powers of k2
allows an iterative solution of the perturbation equations,
order by order. Ishimaru [1978] gives a convenient sum-
mary of results for the case of a dielectric with relative
permittivity & bounded above by free space. The first-
order, or so-called Bragg scattering, backscattering cross
sections for transmit and receive polarizations { and j are
given by

o¥=16mnk*cosd |a;;(0)  W(2k sin6, 0)  (9)

where 81is the angle of incidence, W is the power spectrum
of surface roughness defined by the correlation function of
surface heights p (x, y) = < f (xg +x, yo + ) f (x0, y0) >,

W(Kx,Ky) = (27r)'2Ede dy exp (—iK<x ~iKyy) p(x,y)
(10)

(we have for simplicity chosen the coordinate system such
that the plane ofincidence coincides with the x-z plane), and
where

&—1

= —R4(6)
[cos@ + (er - sinze)m]2

aHH( 9) = (11a)

ovl6) =(€r—1)|:(€r—l)sin29 +€r}

|:€r cosf+ (& - Sm29)1/2:|2

aHV(9)=0«'VH(9)=0

There are several things tonote here. First-order perturba-
tion theory, like the physical optics model above, predicts no
cross-polarized backscattering; cross-polarized backscat-
tering appears in conventional perturbation theory as a
second-order effect. Second, note that for any ¢, having a
real part greater than one, VV-polarized backscattering
will exceed that at HH-polarization, contrary to the situa-
tion in the model above. Finally, R, in Equation(11a)is the
Fresnel reflection coefficient for the field reflected from a
flatinterface between free space and the dielectric material
beneath the rough interface.

(11b)

(11c)
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Conventional,lowest order perturbation theory is gener-
ally accurate to within about 2 dB for surfaces with stan-
dard deviations of surface height less than 10% of the
radiation wavelength, though very high surface slopes also
degrade the accuracy of this approximation [Thorsos and
Jackson, 1991]. The sensitivities of first-order cross sec-
tions to variationsinice permittivity and surface roughness
statistics are discussed by Winebrenner et al. [1989].

8.2.3.3. Integral equation method. Fung and Pan [1987a,
b] have developed an analytical model for electromagnetic
scattering from perfectly conducting rough surfaces, named
the integral equation method. This method has recently
been extended by Fungetal.[1991]to treat rough interfaces
between dielectrics. Thorsos [1988] has developed a nu-
merical, Monte Carlo simulation method for the study of
rough surface scattering, which he has also called the
integral equation method. We employ in this chapter the
method of Fung and coworkers, and thus in this context
there is no opportunity for confusion. However, readers
surveying the field of rough surface scattering more broadly
should take care to avoid confusion of these two very
different methods.

As we have noted, the fundamental problem in rough
surface scattering is accurate approximation of the densi-
ties of Huygens’ wavelet sources induced on the rough
surface by the illuminating wave. The method of Fung and
Pan[1987a,b]begins with an exact integral equation for the
unknown source density (in this case, the surface current)
on a given realization from an ensemble of rough surfaces.
The zeroth-order solution to this equation is just the tan-
gent-plane approximation for the source density. Fung and
Pan iterate this equation once to produce an improved
approximation (which is, roughly speaking, correct to higher
orderin surface curvature than the tangent-plane approxi-
mation [Dashen and Wurmser, 1991]). In the case where
surface slopes are large, this improved approximation re-
quires shadowing corrections to provide correct results
[Ishimaru et al., 1991; Jin and Lax, 1990; Chen and Fung,
1990]. Thorsos and Jackson [1991] have argued further
that this approach requires shadowing to limit long-range
surface interactions and prevent divergent integrals in
expressions for cross sections. However, in the case of
moderate slopes and surface heights, Fungand Pan[1987a]
derive like- and cross-polarized cross sections in terms of
convergent integrals without explicit shadowing. They
argue that convergence of the integrals results from the
finite correlation length of surface roughness. Shadowing
in this approach is applied as a correction to the final cross
sectionresults; the applicationis similar to that often made
in classical physical optics theory [Ulaby et al., 1982]. The
results agree with physical optics and perturbation theory
in appropriate limits and compare favorably with numeri-
cal simulations for two-dimensional scattering problems by
Chen et al. [1989] and data from controlled experiments
[Fung and Pan, 1987a]. Thus, despite the disagreement

between authors over the role of shadowing, there is evi-
dence for the validity of numerical results from this method.

The extension of the Integral Equation Method by Fung
et al. [1991] to the case of a general dielectric interface
requires a similar treatment of two coupled integral equa-
tions but yields analogous results. Inboth our case studies,
the integral equation method has been used to deriverough
surface boundary conditions for the dense medium (volume
scattering) theory (Section 8.2.2.4), and is always used in
conjunction with this theory. Characterization require-
ments for surface roughness in this model are identical to
those for the classical models described above.

8.3 Case Stupy 1: A THIN GRAY ICE SHEET
8.3.1 Ice History and Characterization

Our first case study concerns a thin, snow-free gray ice
sheet grown as part of the 1988 CRRELEX experiment at
the Cold Regions Research and Engineering Laboratory in
Hanover, New Hampshire (Chapter9). The sheetbeganon
the night of January 11-12, 1988, as a snow-nucleated
ice sheet growing in a pond of simulated seawater with
salinity of 24%.. (Pond salinity is purposely set lower than
thatof natural seawater so that CRRELEX ice sheet salini-
ties approximate natural values despite New Hampshire
winter temperatures warmer than those in the Arctic.) The
sheet at first grew slowly in temperatures near freezing,
and even experienced a small amount of melting during
its first two days. A change to clear, cold weather on
January 13 caused the sheet to begin growing rapidly. A
trace of snow blew onto the sheet on the night of the 13th,
giving the ice surface a very fine scale gravelly visual
texture, though the surface reliefmeasuredless than1 mm.
By the morning ofthe14th, the sheet was approximately 6.5
cm thick and a band of crystals resembling frost flowers
covered the center of the sheet (Figure 8-2). The night of the
14th was clear and cold with air temperatures below —28°C.
The backscattering and emission measurements for this
study were acquired between approximately 1630 and 2330
EST, on the night of the 14th. Grenfell and Winebrenner
reportice thickness measurements of 8.0 and 8.3 cm at1630
and 8.3 cm at 2130. Onstott reports a thickness measure-
ment of 7.5 cm at 1910. Our experience indicates the
variation in these measurements was likely due to spatial
variability in the ice sheet thickness. The frost-flower-like
crystals persisted on the ice sheet through the morning of
the 15th; various investigators reported ice thicknesses
ranging from 11.5 t0 12.4 cm by 1030 that morning.

Perovich measured temperature and salinity profiles on
the mornings of January 14 and 15. Figure 8-3 shows the
measured temperature and salinity profiles; the salinities
from the morning of January 14 are averages of two mea-
surements made at opposite ends of the pond. Note that the
cold night of the 14th evidently caused upward brine extru-
sion. The salinity in the top centimeter of ice increased



Eight-centimeter thick gray ice in the CRRELEX pond
used for the first case study. Detailed characterization is reported
in Section 8.3.1.

Fig. 8-2.

considerably, and salinity at depths 1 to 2 cm increased
moderately; ice below 3 cm depth actually decreased in
salinity. Ice temperature profiles were nearly linear on the
14th and 15th, except for the lowest point on the 15th which
may be a temperature from a thermocouple in the water.
We have no salinity profile for the night of January 14, i.e.,
at the time of the scattering and emission measurements.
Grenfell and Winebrenner have therefore estimated the
salinity profile at approximately 2000 on January 14 heu-
ristically, with the result shown in Figure 8-3(b). We
believe that more accurate salinity profiles than these
would be difficult to acquire, given the horizontal variabil-
ity in profiles at differing pond locations observed by Perovich
and in nature by Tucker et al.[1984]. Reexamination of this
issue may be necessary, however, if some signatures are
conclusively shown to depend sensitively on details of this
profile (Section 8.3.2.1). The ice surface temperature at the
time of signature measurements was —-16°C; we therefore
estimate a linear temperature profile with this value at the
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Fig. 8-3. (a) Temperature and (b) salinity versus depth in the gray

ice sheet on the mornings of January 14 and 15 during CRRELEX

in 1988. Grenfell and Winebrenner have heuristically estimated
the salinity profile shown for late in the evening of January 14.

air—ice interface and a temperature of—1°C at the ice—water
interface.

Perovich acquired a horizontal thin section photograph
of the ice at a depth of approximately 6 cm on the morning
of the 15th, which unfortunately lacked sufficient contrast
to estimate the permittivity correlation length using the
method of Perovich and Gow[1991]. However, areasonable
estimate of the permittivity correlation length is possible
based on an examination ofice morphology and comparison
with data from other CRRELEX ice sheets with similar
histories, temperatures, and salinities. Perovich estimates
the permittivity correlation length in our sample to have
been 0.15 mm. Perovich and Gow [1991] show that esti-
mates of this correlation length display a typical random
variation of about 30% for different horizontal locations
within a macroscopically homogeneous ice sheet. Varia-
tions in depth and temperature lead to larger but more
predictable correlation length variations.

Estimates of the air—ice interface roughness for this
sheet are available from photographs of an ice sample
removed by Onstott during the day on the 14th. The sample
was stored atlow temperature (=—20°C)andlatersectioned
and photographed against a calibrated grid. The photo-
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graphs were analyzed by two separate groups of investiga-
tors (by Bredow and Gogineni, and by Onstott) to derive
independent estimates of surface roughness parameters.
Both sets of estimates assume an exponential form for the
correlation function of surface heights, p(x) = 22 exp (—x /L),
where x is spatial lag, and 4 is the standard deviation of
surface height. Bredow and Gogineni [1990] estimate h =
0.03£0.01 cm and L =1.77 cm with 90% confidence limits
0f 0.81 cm and 2.49 em. Onstott estimates’ =0.048 cm and
L =0.669 cm. We have no information on under-ice surface
roughness except a qualitative report by Onstott that the
dendrite structure seemed uniform and displayed no obvi-
ous roughness on horizontal scales larger than the platelet
size (which was less than 1 mm). We have no characteriza-
tion of the frost-flower-like crystal aggregates appearingin
the photograph in Figure 8-2.

Onstott acquired backscattering cross section measure-
ments at5.25 and 9.6 GHz for HH-, VV-, and cross-polariza-
tions. He estimates the range of uncertainty to extend from
4 dB below to 2.6 dB above each data point. Overall,
backscattering from this thin grayice is weak. Co-polarized
cross sections increase between 5 and 10 GHz whereas
cross-polarized cross sections change relatively little.

Grenfell and Winebrenner acquired calibrated bright-
ness temperatures for V- and H-polarizations over a range
ofincidence angles from 30° to 70° at frequencies 0f 6.7,10,
18.7,37,and 90 GHz. These brightness temperatures have
been reduced to effective emissivities based on the mea-
sured ice surface temperature and sky brightness at each
frequency. This facilitates the comparison of models that
compute only emissivity with the data and with models that
predict brightness temperature; outputs from the latter
models are normalized exactly as are the observations.
Grenfell estimates an accuracy of0.02 in horizontally polar-
ized emissivity and 0.01 for vertical polarization. The
observed emissivities are generally high, especially at V-
polarization. (Note that the H-polarization emissivity re-
ported at 70° for 37 GHz is evidently contaminated by
emission from the edge ofthe pond or some other structure.)
A striking feature in these observations is the minimum in
emissivity at 10 GHz, relative to 6.7 and 18.7 GHz, at both
polarizations. The H-polarization emissivity at 50° inci-
dence angle drops from 0.79 at 6.7 GHz t0 0.70 at 10 GHz (a
variation of 12%) before rising back to 0.77 at 18.7 GHz.
While the corresponding variation at V-polarization is only
3%, this is still larger than the estimated measurement
uncertainty. Data sets acquired before and after this data
set show a similar anomaly, but data taken after alteration
of the ice surface late on the 15th show no such feature.
Data acquired earlier on the 14th by the University of
Massachusetts Stepped Frequency Microwave Radiometer
show a decreasing emissivity with increasing frequency
between4 and 7 GHz (K. St. Germain and C. Swift, personal
communication). Grenfell has observed similar features in
other CRRELEX ice sheets as well. Thus all indications are
that the radiometers were functioning properly and the
10 GHz passive signature feature in these data is real.

8.3.2 Model Comparisons

8.3.2.1. Many layer strong fluctuation theory. The ap-
plication of many layer SFT in this case isbased on an eight-
layer physical model for the ice. Temperatures and salini-
ties are constant within each layer but vary with depth. The
layers are of equal thickness (1 cm) and centered on the
depth points in the estimated salinity profile for the night
of January 14, except for the layer adjacent to the ice—water
interface. Temperatures and salinitiesin each layerare set
equal to the values of the estimated profiles at the centers
of each layer, except for the layer adjacent to the air-ice
interface. The thickness of the lowest layer and salinity of
the uppermost layer were varied to examine model sensi-
tivities to these poorly known parameters.

The model also requires assumptions about parameters
such as brine pocket size and spacing, ice and brine
permittivities (as functions of temperature), air bubble and
ice crystal sizes, and mean brine pocket tilt and elongation.
Although brine pockets are tilted from the vertical, their
azimuthal orientations are random and uniformly distrib-
uted; thus the ice in this model possesses no macroscopic
azimuthal anisotropy. Each of these parameters was set to
the values used by Stogryn [1987]in his study of extinction,
except for the values of mean brine pocket tilt and elonga-
tion. In the latter two cases, values suggested by previous
characterization studies of artificial sea ice in CRRELEX
[Arconeetal.,1986; Lin et al.,1988] were used. Specifically,
these values are 4° for the mean brine pocket tilt (from
vertical) and 10 for the ratio of brine pocket length to width
(versus a tilt of 24° and ratio of 200 used by Stogryn). These
parameters are assumed not to vary with depth in the ice
sheet.

Figure 8-4 compares observations and signatures com-
puted using two versions of the above physical model for the
ice. Figure 8-4(a) shows computed and observed (effective)
emissivities at 50° incidence angle, plotted versus fre-
quency for V- and H-polarizations. One physical model is
based on a total ice thickness of 8.3 cm, i.e., a lowest layer
thickness of 1.3 cm, with layer salinities fixed at precisely
those values specified by the estimated salinity profile. The
uppermost layer salinity is 14%. and results based on this
model are labeled “8.3 cm, 14%0.” An alternate model with
total ice thickness 8.0 cm but an uppermost layer salinity of
20%o is labeled “8.0 cm, 20%..” Both models show lower
H-polarized emissivities at 10 GHz than at neighboring
frequencies, though the feature is not quite as deep as that
observed. The 8.3 cm model predicts an H-polarized 10 GHz
emissivity of 0.74, whereas that observed is 0.70. The
8.0 cm model predicts 0.72, but agrees less well with the
6.7 GHz observation. Only the 8.0 cm model displays a
feature at V-polarization, and this is also less pronounced
than that in the data (0.96 predicted versus 0.93 observed).
The predicted feature is an interference fringe caused by
coherent interaction between field contributions from dif-
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Fig. 8-4. Comparison of observations with emissivities and back-
scattering cross sections computed using the many layer SFT

model for the CRRELEX gray ice sheet.

(a) Emissivity versus

frequency at an incidence angle of 50°; (b) emissivity versus
incidence angle at 18.7 GHz; (c) emissivity versus incidence angle
at 37 GHz; (d) backscattering cross sections versus incidence angle
at 10 GHz; and (e) backscattering cross section versus incidence
angle at 5 GHz.
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ferentlayers within theice. Model emissivities vary almost
precisely with the computed reflection coefficients; thus the
model predicts virtually no effect of volume scattering on
any of the passive signatures, but rather emissivity varia-
tions due solely to variations in the reflectivity of the stack
oflayers comprising the ice. The reflectivity variations are
due to variations in the salinity, and therefore effective
permittivity, profile of the ice sheet; there is nothing in the
frequency dependence of other dielectric properties (brine
permittivity, ete.) sufficient to produce such a large varia-
tion.

The predicted emissivity minimum is robust in that it
occurs between 5 and 12 GHz for much wider variations in
lower layer thickness and surface salinity than we have
shown here. However, the exact location (i.e., frequency)
and depth of the minimum are sensitive to those param-
eters. For example, an 8.0 cm model with 14%. surface
salinity produces a minimum emissivity closer to 6.7 GHz.
Adding a tenuous but uniform snow layer atop theice,inan
attempt to model the frost-flower-like layer, leads to alter-
ations in the fringe that depend sensitively on snow depth
and density. Neglecting the salinity profile entirely leads to
unrealistic results; emissivities computed from any single-
layer model oscillate, as functions of frequency and inci-
dence angle, much more than is observed. Thus according
to this model, coherent effects are essential in explaining
the observed feature, but details of the feature depend
sensitively on thickness, near-surface salinity, and perhaps
other details of the salinity and temperature profiles. Dif-
ferent growth histories (thus, differing salinity profiles) and
changes to the near-surface salinity profile by a frost-flower
layer would therefore alter the fringe predicted by many
layer SFT, but would not eliminate the feature. The model
also displays a milder sensitivity to the values chosen for
mean brine pocket tilt and elongation. The values we use for
these parameters lead to less predicted absorption and thus
to slightly stronger coherent interaction effects than do
those values used by Stogryn [1987]. Figures 8-4(b)and (c)
show computed and observed emissivities versus incidence
angle 18.7 and 37 GHz, respectively, for each of the two
physical models. Penetration depths are much reduced at
these frequencies, making the near-surface salinity the
most important parameter. Predicted signature sensitivi-
ties to upper-layer salinity are, however, relatively small
for salinities in the range shown. Emissivity predictions at
50° differ from observations by less than 0.03 except for
H-polarization at 37 GHz, where the predicted valueis 0.04
toolow. Agreementisbetter atsmaller incidence angles but
worse at larger angles, where Brewster-angle effects are
more apparent in V-polarization predictions than in obser-
vations and H-polarization observations fall off less rapidly
than predicted. Figure 8-4(a) shows this effect worsens at
90 GHz. Finally, Figures8-4(d)and (e) show like- and cross-
polarized backscattering cross sections at 5 and 10 GHz,
respectively, as functions of incidence angle. Model results
are shown only for the 8.3 em case because sensitivities are
modest, on the order of those for 18.7 and 37 GHz emissivi-

ties. Themany layer SFT model predicts volume scattering
levels too low tc explain the observed level of backscatter-
ing, at least with the present set of assumptions for brine
pocket and other parameters. Note that predicted like-
polarized cross sections show a different polarization be-
havior than indicated by the observations. Predicted cross-
polarized cross sections fall below —55 dB.

8.3.2.2. Polarimetric strong fluctuation theory. Polari-
metric SFT model results for this case are based on a
physical model consisting of a single ice layer overlying
seawater. Physical properties do not vary within the ice
layer; thus an effective layer temperature and salinity,
resulting in a brine volume of 4.2%, characterize the layer.
The layer thickness is fixed at 8.0 cm. The permittivities of
the ice background, brine inclusions, and underlying sea-
water are frequency dependent and specified in Table 8-1.
The only remaining physical model parameters are the
permittivity correlation lengths, Equation (7). These are
set at [; = 0.70 mm, /, = 0.26 mm, and /, = 1.2 mm, inde-
pendent of frequency, incidence angle, or any other param-
eters. The correlation lengths were chosen to match model
results withbackscattering observations at 5 GHz and then
fixed for all subsequent model calculations. They are
consistent with values used previously in comparisons of
this model with 9 GHz backscattering data for first-yearice
near Point Barrow, Alaska [Nghiem, 1991]. Though we
have no independent estimate of [, in this case study, the
value of [, is comparable to values found in another study of
artificial seaicein CRRELEX[Arconeetal.,1986; Linetal.,
1988]. The values of /, and I, are notably larger than
Perovich’s correlation length estimate (consistent with the
reasoning in Section 8.2.2.6).

Figure 8-5 compares the computed signatures with back-
scattering and emission observations. Figure 8-5(a)isaplot
of emissivities versus frequency at 50° incidence angle.
Model emissivities agree with observations to within 0.025,
except at 10 GHz (and at 90 GHz, where results are not
available). V-polarized model results are 0.05 higher than
experiment at 10 GHz, while at H-polarization the differ-
ence is 0.10. Angular emissivity responses at 18.7 and
37 GHz are shown in Figures 8-5(b) and (c). Although the
differences between theory and experiment are similar to
those in many layer SFT, the quantitative agreement here
is better for 37 GHz, H-polarization. Passive signature
results are insensitive to the choice of correlation length,
indicating a minor role for scattering in this model for
passive signatures. Ice sheet reflectivities, determined by
the mean permittivity, govern the computed emissivities.
The 6.7 GHz emissivities display a modest sensitivity to
layer thickness. Because dielectric absorption is higher in
the vertical direction (Table 8-1), this sensitivity is greater
for horizontal than for vertical polarization.

Figures 8-5(d) and (e) compare observations with model
predictions for like- and cross-polarized backscattering
cross sections versus incidence angle, at 5 and 10 GHz,
respectively. Theory for the 5 GHz, like-polarization cross
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Fig. 8-5. Comparison of observations with emissivities and back-
scattering cross sections computed using the polarimetric SFT
model for the CRRELEX gray ice sheet. (a) Emissivity versus
frequency at an incidence angle of 50°; (b) emissivity versus
incidence angle at 18.7 GHz; (¢) emissivity versus incidence angle
at 37 GHz; (d) backscattering cross sections versus incidence angle
at 10 GHz; and (e) backscattering cross section versus incidence

angle at 5 GHz.
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TABLE 8-1. Relative permittivities of materials in the Polarimetric SFT Model for the CRRELEX gray ice sheet.

Frequency, GHz Seawater Background ice Brine inclusions Eoff Eoftz
5.0 60 +i34 3.15 +10.0015 37.5 +i43.1 3.53 +1i0.072 410 +10.40
6.7 60 +i34 3.15 +1i0.0015 32.1 +i38.6 3.53 +10.086 4.06 +10.459
10.0 42 +1i34 3.15 +1i0.0015 24.0 +132.0 3.51 +i0.116 3.92 +1i0.562
18.7 30 +i34 3.15 +i0.0025 14.0 +i21.0 3.44 +10.187 3.53 +1i0.675
37.0 10 +i20 2.92 +i0.0030 9.8+i12.0 3.07 +i0.182 2.92 +1i0.433

sections agrees with observations to within better than 3 dB
at 20° and 30°; the agreement is similar for cross-polariza-
tion at 30° and 40°. However, the model predicts
HH-polarized backscattering higher than observations at
larger incidence angles and a difference between HH- and
VV-polarizations opposite to that observed. Model predic-
tions at 10 GHz are 1.5 to 10 dB above the observations for
incidence angles less than 50°, and the predicted like-
polarization difference is again opposite to that observed.
The predicted cross-polarized cross sections also exceed
observed levels. The increased discrepancy at 10 GHz may
result in part because permittivity correlation lengths were
set on the basis of results at 5 GHz (see above). However,
setting correlation lengths based on results at 10 GHz
yielded less satisfactory results overall. In contrast to
model predictions for emission, backscattering cross sec-
tions are sensitive to the scatterer size parameters, i.e., to
the permittivity correlation lengths. The 5 and 10 GHz
cross sections display a comparable or greater sensitivity to
thickness of the ice layer as well; the backscattering level,
frequency response, and VV-HH polarization contrast are
all sensitive to this parameter.

8.3.2.3 Modified radiative transfer. The equations of
modified radiative transfer have at present been solved
only for a single, infinitely thick scattering layer. Thus the
MRT results presented here are based on a physical model
for the ice in which the ice—water interface plays no role and
ice properties do not vary with depth. Dielectric properties
are modeled as directionally anisotropic, however, with a
specified tilt direction for the (single) preferred direction
(i.e., the optic axis). Thus the tilt direction, as well as mean
permittivities, normalized variances of permittivity (i.e.,
the variance divided by the mean squared) and permittivity
correlation lengths, in directions parallel and perpendicu-
lar to the preferred direction, must be specified directly.
Specification of these parameters was guided generally by
knowledge of the ice structure and parameters, but detailed
choices were based also on experience with this model. The
parameters used to produce nearly all the results shown
below are as follows. The preferred direction coincides with

the vertical. This reflects the macroscopic azimuthal isot-
ropy of the ice sheet, while accounting for the vertical
elongation of brine pockets. The mean permittivities are
then 3.3 + i0.1 perpendicular to the preferred direction
(horizontal) and 3.4 +i0.16 parallel (vertical). The normal-
ized variances are 0.1 horizontal, 0.2 vertical. Finally, the
permittivity correlation lengths are set at 1 mm in the
vertical (reflecting the vertical extent of brine pockets) and
0.1 mm in the horizontal (reflecting the horizontal extent).
Some results for backscattering sections were computed
with different parameters as well for the purpose of study-
ing sensitivities. We give the additional parameters below.

Figure 8-6(a) compares emissivities computed using
MRT above with observations as a function of frequency at
50°incidence angle. Recall that the present solution of MRT
is only a first-order scattering solution. Predictions at V-
polarization, with the exception of 10 GHz, show good
agreement even at 90 GHz. The predictions predict no
feature at all at 10 GHz, however. Figures 8-6(b) and (c)
show emissivity predictions and observations versus inci-
dence angle for 18.7 and 37 GHz, with particularly good
agreement at 37 GHz, V-polarization. Figures 8-6(d)and (e)
show backscattering cross sections at 10 GHz computed
using two different sets of input parameters. Like-polar-
ized cross sections computed from the parameters given
above fall approximately 20 dB below the observations,
though the predicted polarization contrast is in approxi-
mate agreement. The most sensitive parameters in com-
puting backscattering cross sections are the imaginary
parts of the mean permittivities and permittivity correla-
tion length. Reducing the imaginary parts and increasing
correlation lengths increases predicted backscattering to a
level compatible with the observations, as shown by the
results in Figure 8-6(e). The parameters used to compute
the latter result are mean permittivity of 3.1 +10.001 and
correlation length 0.15 mm in the horizontal direction, and
3.2 +10.002 and 0.2 mm in the vertical. Although the
computed VV-HH contrast is smaller than that observed, it
has the correct sign. Note, however, that this model pro-
duces no cross-polarized response; this is a characteristic of
most first-order scattering models when the scattering
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Fig. 8-6. Comparison of observations with emissivities and back-
scattering cross sections computed using Modified Radiative
Transfer for the CRRELEX gray ice sheet. (a) Emissivity versus
frequency at an incidence angle of 50°; (b) emissivity versus
incidence angle at 18.7 GHz; (¢) emissivity versus incidence angle
at 37 GHz; (d) backscattering cross sections versus incidence angle
at 10 GHz; and (e) backscattering cross section versus incidence
angle at 5 GHz.
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medium is azimuthally isotropic.

8.3.2.4. Physical optics underthe scalar approximation.
The model used by Drinkwater [1989, 1987] neglects vol-
ume scattering in high-density congelation ice. Thus the
model reduces in this case to a purely surface scattering
model based on physical optics under the scalar approxima-
tion. The model assumes that beneath the rough surface
lies a directionally isotropic dielectric material with no
depth variation. Thus the results below assume a physical
model for the ice in which finite ice thickness and
dielectric anisotropy play norole. The (scalar) permittivity
oftheice mustbe computed in light of the penetration depth
and temperatures and salinities over that depth. The
permittivity is computed in this case using the model of
Vant et al. [1978], assuming vertically oriented brine pock-
ets 0.91 mm long and 0.15 mm wide. Ice temperature and
salinity are set to the observed air—ice interface tempera-
ture of —16° and surface salinity of 14%o. Ice density is
assumed to be 0.92 g/cm?; the computed brine volume frac-
tionis 5.4%. The resulting permittivities are 3.74 +10.20 at
5 GHz and 3.66 + i10.23 at 10 GHz. The uncertainty in
surface roughness statistics motivated computation of a
range of model results based on the range of likely surface
parameters.

Figure 8-7 shows observations and model predictions for
like-polarized backscattering cross sections based on two
sets of surface parameters. The first set of parameters, & =
0.02c¢m,L =2.49cm (where L is the correlation length in the
exponential correlation function of Section 8.3.1), corre-
spond to the smoothest surface within the limits of uncer-
tainty reported by Bredow and Gogineni[1990]. The second
set of parameters, A = 0.048 cm, L = 0.669 cm, corresponds
to the roughest surface consistent with the characterization
data, namely that reported by Onstott. Figure 8-7(a)
presents resultsat 10 GHz. (Recall that the physical optics
model does not predict cross-polarized backscattering and
that it treats backscattering only; it does not treat emis-
sion.) Using the roughest probable surface parameters, the
predicted HH-polarized cross sections fall only 2-3 dB
below the observations. This is encouraging given that the
resultrelies only on independent characterization informa-
tion. However, the polarization dependence is opposite to
that observed; the predicted cross sections at VV-polariza-
tion fall below those for HH and well below the observa-
tions.

Figure 8-7(b) shows analogous results at 5 GHz. Here,
the validity criteria for the model are rather severely
violated (Section 8.2.3.1). The plot shows the best available
fit to the observations using parameters within the range
specified by independent characterization. Results at nei-
ther polarization compare well with observations.

8.3.2.5. Conventional perturbation theory. The probable
roughness parameters are within the range where conven-
tional perturbation theory should apply at 5 and 10 GHz.
Figure 8-8 compares observations with results from first-
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Fig. 8-7. Comparison of observations of the CRRELEX gray ice
sheet with backscattering cross sections computed using the physi-
cal optics rough surface scattering model of Section 8.2.3.1 for
backscattering cross sections versus incidence angle at (a) 10 and
(b) 5 GHz.

order perturbation theory based on ice permittivities iden-
tical to those used in the physical optics model above.
Figure 8-8(a) shows the range of 10 GHz model predic-
tions for the range of roughness parameters reported by
Bredow and Gogineni[1990]. Using the upper limit of their
height standard deviation and the shortest correlation
length within their 90% confidence interval, model predic-
tions are approximately 4 dB below the observations at 30°
incidence angle for both polarizations; at 50° the figure is
6 dB. Model results for the roughness parameter values
reported by Onstott, Figure 8-8(b), fall approximately 2.5 dB
and 4 dB below the observations at 30° and 50°, respec-
tively, for both polarizations. Thus the sign and magnitude
of the VV-HH cross section difference predicted by this
mode] agree well with the observations, but the overalllevel
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of backscattering is, at best, barely within the estimated
uncertainties in the observations.

It is interesting to note that this comparison is not
invalidated by the inference of finite-thickness effects from
the many layer SFT model comparison. Recall that the
first-order HH-polarized backscattering cross section is
proportional to the power reflection coefficient, and that
this result remains true even for layered media. Theresults
above suggest that the power reflection coefficient of our
CRRELEX ’88 gray ice differs from that of infinitely thick
iceby an amount on the order of 12 to 14%. This would alter
the backscattering cross section of our gray ice sample by
the same amount for HH-polarization. Yet here we find
marginal agreement with results from an infinite-thick-
ness model. This can be resolved by noting that backscat-
tering cross sections are expressed in decibels, and the
results for infinite thickness differ from those for finite
thickness by less than 1 dB. Thus while 10 GHz passive
signatures appear quite sensitive to finite thickness effects,
10 GHz backscattering is much less noticeably so.

At5 GHz, the predicted VV-HH cross section differences
again closely track the observations, but the predicted
levels of backscattering are, at best, more than 6 dB too low.
Figure 8-8(c) shows the range of possible results based on
the independent roughness data. It appears that some
physics other than, or in addition to, rough surface scatter-
ing from effectively infinitely thick ice must be involved in
backscattering at 5 GHz.

8.3.2.6. Dense medium theory—integral equation method.
The application of dense medium theory (DMT) in this case
is based on a single-layer physical model for the ice, with
constant ice properties within the layer and rough inter-
faces at both the top and bottom. The brine pockets are
assumed spherical with radius 0.1 mm; brine volume is set
at 5% based on the average temperature and salinity of the
ice. The permittivities of the brine pockets and underlying
seawater, as well as the computed mean ice permittivities,
aregiveninTable 8-2. The depthofthelayerisset at7.5 cm.
Roughness parameters for the air—ice interface are set at
h =0.05cmand L =0.67 cm. The corresponding parameters
for the ice—water interface are 2 =0.03 cm and L = 0.96 cm.
The under-ice roughness parameters are plausible but
constrained only loosely by Onstott’s qualitative observation.
Recall that DMT-IEM treats emission from noniso-
thermal layers; thus, in emission computations, a linear
temperature profile is used assuming an ice—water inter-
face temperature of —1°C and an air-ice interface tem-
perature of —10°. The emitted brightness temperatures
have been converted to effective emissivities here by divid-
ing by the measured surface ice temperature, consistent
with the reduction of the emission observations. Identical
input parameters are used for all polarizations, frequen-
cies, and incidence angles in both passive and active calcu-
lations.

Dense medium theory predicts only negligible volume
scattering within the ice layer for these parameters. Thus
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TABLE 8-2. Relative permittivities of materials in the Dense
Medium-Integral Equation Model for the
CRRELEX gray ice sheet.

Frequency, Seawater  Brine inclusions Eoff
GHz
6.7 60.4 +139.4 50.4 +1i40.3 3.40 +i0.19
10.0 35.0 +i38.0 33.5 +138.7 3.35 +10.17
18.7 18.4 +i30.2 18.4 +i28.2 3.30 +1i0.16

predicted emissivities are dominated by emission from the
lossy ice layer and backscattering results entirely from
rough surface scattering at the upper and lower ice inter-
faces. Figure 8-9 compares observations with computed
effective emissivities for 6.7 and 18.7 GHz (passive signa-
tures at 37 GHz and other frequencies were not computed).
Modelresults agree quite closely with H-polarization obser-
vations at 6.7 GHz, and do not show a strong sensitivity to
thickness. Computed emissivities at 18.7 GHz are higher
thanthe observations, but the angular trend for V-polariza-
tion shows no pronounced peak at large incidence angles,
i.e., Brewster-angle effect. This trend, if not the actual
predicted emissivities, is similar to that of the observations
and notable amongthe models in this case study. V-polarized
emissivitiesat 6.7 GHz, however, doshow astrong Brewster-
angle effect. The plot of computed emissivities versus
frequency, Figure 8-9(c), does not show the 10 GHz feature
presentin the observations; though this plot contains model
values atonly 6.7 and 18.7 GHz, and thus could notshow the
feature, DMT does not predict such a feature in any case.
Figures 8-9(d) and (e) show computed backscattering cross
sections at 5 and 10 GHz, respectively. The 5 GHz results
match the observations very closely. The predicted back-
scattering is due mostly to scattering at the ice—water
interface. Although the assumed roughness at this inter-
faceis fairly small, the large dielectric contrast between ice
and water causes scattering strong enough to dominate the
overallresponse, even after accounting for absorptioninthe
ice layer. Results at 10 GHz are computed using identical
roughness parameters; these results agree with observa-
tions to within approximately 2.5 dB. In this case, scattering
from the ice—water interfaces accounts for only about half
the total; the rest is due to scattering at the air—ice inter-
face.

8.3.3 Discussion

A few inferences seem reasonably firm, based on the
model comparisons above. First, the thin, relatively saline
gray ice in this study is not a strong scatterer. Passive
signatures are dominantly influenced by the reflection
properties of the ice; in none of the emission models does
scattering play much of a role in determining the effective

emissivity. Backscattering, which must be due entirely to
scattering, is relatively weak; this gray ice sample clearly
differs in some important way from the strongly backscat-
tering gray ice mentioned in the introduction. Because
backscattering is weak, it may be more likely that several
weak processes combine to determine what we see.

Several of the present models compute effective emis-
sivities for simple, gray congelation ice that agree with
observations to within < 0.05, for both polarizations at 19
and 37 GHz, for incidence angles less than 55°. Both the
strong fluctuation theory models, which include finite
thickness effects, as well as the (effectively) infinite-thick-
ness modified radiative transfer model achieve this accu-
racy, atleastin our case. Onthe otherhand, emissivities at
the lower frequencies (6.7 and 10 GHz) evidently depend
not only on ice thickness, but also on the profiles of ice
temperature and salinity. We infer this because only many
layer SFT treats coherent interactions between waves from
several depths within the ice, and only this model repro-
duces even partly the emissivity feature we observe. How-
ever, the sensitivity of the present many layer SFT model
may incorrectly imply a greater signature variability than
we observe in nature. A partially coherent model, to
account for the patchiness of frost flowers, irregularity of
surface brine layers, and so on, may be necessary. We note
also that none of our model results at 90 GHz show good
agreement with observations, suggesting that essential
physics remains unaccounted for at millimeter-wave fre-
quencies.

The situation for backscattering depends strongly on
frequency as well. At10 GHz, rough surface scattering from
the upper ice surface (assuming effectively infinite ice
thickness) correctly predicts the observed difference in like-
polarized cross sections, but the cross sections themselves
are lower than the observations by amounts that increase
with increasing incidence angle. Model predictions fall
barely within the estimated range of uncertainty in the
observations when we use the independently derived sur-
face roughness parameters corresponding to the roughest
surface. Thus surface scattering without finite thickness
effects may explain the present observations, though the
observations support such an explanation only marginally.
Aswehave noted in Section 8.3.2.5, this result is consistent
with the finite-thickness reflectivity variation at 10 GHz
implied by the emissivity observations. It may also be
interesting to note that using the same parameters in the
Gaussian correlation function p(x) = h2 exp[-x%L?] produces
results that agree with the observations to within 0.5 dB.
This shift in the form of the correlation function is plausible
given the present uncertainty in our roughness character-
ization,but the data cannot be said to motivate such a shift.

It seems much less likely that uncertainty in the surface
roughness characterization can account for the differences
between 5 GHz observations and predictions based on
backscattering from the air—ice interface alone. While this
mechanism again accurately predicts the difference be-
tween like-polarized backscattering cross sections, the pre-
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Fig. 8-9. Comparison of observations with emissivities and back-
scattering cross sections computed using the Dense Medium
Theory—Integral Equation Method for the CRRELEX gray ice
sheet. (a) Emissivity versus frequency at an incidence angle of 50°;
(b) emissivity versus incidence angle at 18.7 GHz; (c) emissivity
versus incidence angle at 37 GHz; (d) backscattering cross sections
versus incidence angle at 10 GHz; and (e) backscattering cross

section versus incidence angle at 5 GHz.
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dicted level of backscattering is well below the observations.
Our findings here are similar to those of Bredow and
Gogineni[1990]based on C-band observations of this same
ice sheet earlier on January 14. All of our models estimate
penetration depths on the order of the ice thickness (8 cm)
at5 GHz (wavelength 6 cm). The combined Dense Medium
Theory—Integral Equation Method provides a close match
to 5 GHz observations based on rough surface scattering at
the ice—water interface with plausible parameters. How-
ever, we have no quantitative information on under-ice
roughness with which to test this explanation, nor do we
have observations that could rule out other potential expla-
nations. Examples of the latter might include scattering
due to the patchiness of surface brine layers, volume scat-
tering from larger scale inhomogeneities in the ice, or
reflectivity variations due todepth variations inice proper-
ties.

8.4 Case Stupy 2: CoLp OLp Ice
8.4.1 Ice Characterization

The data for this case study were acquired from October
3 through 8, 1988, as part of the CEAREX experiment in
the Arctic Ocean, north of the Barents Sea. Air tempera-
tures were —16 £2°C and had been well below freezing for
more than two weeks. Snow—ice interface temperatures
were —10 +2°C or less. The ice was completely frozen to
depths (from the snow—ice interface) greater than 50 cm
[Wettlaufer, 1991]. The old ice floe on which our observa-
tions were made seemed in no way remarkable compared
with other old ice floesin the area, or in the experience of the
investigators present.

The microwave signatures of old ice and the physical
properties of its upper layers are both highly variable
(Chapters 2,4, and 5). Raised old ice areas typically display
strong backscattering and low brightness temperatures,
whereas nearly refrozen melt ponds are often characterized
by relatively low backscattering and brightness tempera-
tures similar to those of first-year ice. Very low-density,
bubbly upper layers are common to raised areas, whereas
refrozen melt ponds are typically much denser. There may
be systematic differences in the salinities, roughnesses, and
other properties of these two old ice types as well. We have
therefore structured this as a dual case study, selecting two
old ice sites from the same floe that apparently bracket the
extremes of upper layer density as well as signature behav-
ior. For each site, Grenfell acquired vertically and horizon-
tally polarized brightness temperatures at6.7,10,18.7, and
90 GHz, for a range of nadir angles from 30 to 70°. Data at
37 GHz were also acquired at the melt pond site. The data
have been reduced using measured sky brightness tem-
peratures and we have again normalized these data by the
snow—ice interface temperature to produce effective emis-
sivities, for the same reasons as in the previous case study.
Nearly simultaneously with the passive data, Onstott ac-
quired HH-, VV-, and cross-polarized backscattering cross

sections at 10 GHz over a similar range of incidence angles.

Our first site is araised area of ice known as drift station
site 7 (abbreviated DS-7). The uppermost layers of ice at
this site consisted of a fragile, geometrically complex matrix
of air and ice containing many bubbles and some irregular,
interconnected air spaces that we call voids. Beneath this
matrix was a layer of ice that, while still bubbly, was more
easily described in terms of discrete bubbles embedded in
an ice background. Figure 8-10 shows a schematic drawing
of ice structure versus depth, as well as profiles of ice
salinity and density below 19 cm depth, based on analysis
by Gow of a core sample taken from the site. Figure 8-10
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also shows numerical salinity and density profiles, and
semiquantitative observations by Grenfell of snow cover
parameters at the site. Grenfell measured -19,-18, and
—10°C for the air, air-snow interface, and snow—ice inter-
face temperatures, respectively, with an estimated error in
each case of +2°.

Coring sobadly disrupted the structure of the bubbly ice
that quantitative parameters derived from the core cannot
be considered reliable at depths less than 19 cm. To
circumvent this problem, Onstott extracted larger samples
of the upper ice layers using a chain saw. Based on these
samples, he reports structure in the uppermost part of the
ice consisting of two distinct layers, the first containing a
great many bubbles as well as large voids, the second
containing fewer, more discrete bubbles and fewer, smaller
voids. Figures 8-11(a) and (b) each show two thick sections
of each layer. Note that each photo is actually a juxtaposi-
tion of two separate photos, one of each layer against a
calibrated background. The upper ice layer, in particular,
is so riddled with inhomogeneities that it seems uncertain
whether it can realistically be described in terms of discrete
air bubbles, or even a size distribution of air bubbles,
embedded inice. Nonetheless, Onstott has visually derived

Fig. 8-11. The bubbly upper ice layers at DS-7. Each photograph
is actually a juxtaposition of separate photographs of each of two
distinct layers comprising the upper 8.5 cm of the ice. (a) and
(b) show distinct samples taken at the site.
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mean bubble sizes, characteristic void dimensions, and
layer thickness for each layer, and has measured bulk layer
density, salinity, and snow—ice interface roughness as well.
He reports a standard deviation for snow—ice interface
roughness of A = 0.14 £0.02 cm with a correlation length L
= 2.0 #1.3 cm—assuming, as in the previous case study, a
correlation function of the form p(x) = A2 exp (—x /L). The
upper, most porous ice layer is 5.0 £0.6 cm thick, with
salinity 0.0%c and density 0.457 g/cm®. Mean bubble di-
ameter was estimated to be 2.5 mm with a characteristic air
void dimension of 8 mm. The lower, less porous layer is
reported to be 3.5 0.4 cm thick. Salinity in this layer was
also 0%o, but the density was 0.728 g/cm3. Mean bubble
diameter was 4 mm with a characteristic void dimension of
2mm. Basedon Onstott’s and Gow’s measurements, theice
density below 8.5 cm depth increased to 0.895 g/cm3, nearly
that of pure ice (0.917 g/em3). We do not have measure-
ments oftotalice thickness at DS-7. However, we know that
thickness was greater than 1.5 m and that ice salinity
increased below 1 m to approximately 3%o; thus the lower
portions of the ice were electromagnetically lossy, and it is
virtually certain that neither the lower ice surface or under-
lying seawater affected the observed signatures.

HH- and VV-polarized backscattering cross sections for
this site differ little; both are high (generally between 0 and
-5 dB) and almost independent of incidence angle. Cross-
polarized backscattering is also strong (above —20 dB).
Effective emissivities decline sharply with increasing fre-
quency and show little polarization dependence. Thus it
appears that scattering at this site is indeed quite strong.

Contrast this with our second site, a refrozen melt pond
some tens of meters from DS-7, known as the Del Norte melt
pond. Backscattering cross sections for this site are much
lower than those at DS-7, whereas effective emissivities are
considerably higher. Figure 8-12 shows a thick section
photograph of asample acquired at this location by Onstott.
(Note that this photo is not a juxtaposition; it shows only a

Fig. 8-12. A thick section of the upper layers of the Del Norte melt
pond. Unlike Figure 8-11, this is not a composite but rather a single
photo. Note the distinct layer of bubbles within the ice.
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single layer.) Theice is clear and nearly bubble-free except
for a thin, sparse layer of well-defined bubbles a few centi-
meters below the snow—ice interface. Onstott reports snow—
ice interface roughness parameters of # =0.8 £ 0.03 cm and
L =28%1.9 cm, thicknesses of 3.2 £ 0.3 cm for the clear
upper layer of ice and 2 cm for the bubbly layer, and a mean
bubble diameter in the bubbly layer of 1.3 mm.

Figure 8-13 presents a schematic ice morphology and
quantitative salinity and density profiles for this site,
again based on Gow’s analysis of a core sample. In this
case, the ice density is high enough to obtain reliable pa-
rameter estimatesfrom the core throughoutitslength. The
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Fig. 8-18. Structure, density and salinity in the upperice layers at
the Del Norte melt pond, numerical density and salinity profiles
and snow cover observations.

upper 12 cm of ice is slightly bubbly with a bulk density of
0.875 g/cm3, and ice below this layer is columnar. Total ice
thickness was also greater than 1.5 m at this site; here
again, we expect no effect of the lower ice boundary or
seawater onsignatures. Figure 8-13 alsoincludes Grenfell’s
observations of parameters in a thin, light snow layer
overlying the melt pond. Grenfell reports air, air-snow
interface and snow—ice interface temperatures of—17,-16,
and —11°C, respectively, with an estimated error in this
case of +1°C.

8.4.2 Model Comparisons

8.4.2.1. Independent Rayleigh scattering layers—physi-
caloptics. Application of this model at both sites is based on
a physical model consisting of twobubbly ice layers overlain
by dry snow. Volume scattering in the snow is negligible;
the snow thus acts only as a layer of intermediate permit-
tivity between the air above and ice below. This slightly
increases transmission into the ice and reduces scattering
at the snow—ice interface. Only the reduction in surface
scattering has a noticeable effect in backscattering. Since
this model does not compute emission, this is the sole effect
of the snow layer in this section. Air bubbles in the two ice
layers are modeled as Rayleigh-scattering spheres with a
distribution of radii. Because we have no independent
estimates of bubble size distributions, assumptions are
made to fix the form of the bubble size distribution input to
the scattering model. The form of the distribution is
Gaussian with sharp truncations; the standard deviation is
set arbitrarily at 50% of the mean radius and the resulting
distribution is truncated on both sides at two standard
deviations from the mean. The mean radius varies between
sites and between layers at each site.

The characterization data indicate minimal salinity in
the upper ice layers. The relative permittivity of ice be-
tween bubbles is therefore set at 3.14 + i0.01, for all sites
and all layers. As noted in Section 8.2.2.2, an effective
permittivity for each bubbly ice layer is then computed
according to a Polder—van Santen type formula and the
measured layer density. The air bubbles are assumed to
reside in an effective background medium with this effec-
tive permittivity for purposes of computing their scattering
cross sections. Thus a given bubble scatters less, according
to this model, when situated in a low-density ice layer than
in a higher density layer because the effective dielectric
contrast is lower in the latter case.

Layer thicknesses in the model are set equal to the
measured mean layer thicknesses. Rough surface scatter-
ing is assumed negligible except at the air—snow and snow—
ice interfaces; only scattering at the snow-ice interface
significantly affects results at incidence angles greater
than 20°. Roughness statistics for this latter interface are
also drawn directly from the characterization measure-
ments.

Figure 8-14(a)compares multipolarization observations
with computed, HH-polarized backscatteringcross sections



at 10 GHz for the site DS-7 (recall that the model does not
compute cross-polarized backscattering, and that its pre-
dictions for like-polarization differ chiefly when surface
scatteringis significant). According tothe model, backscat-
tering at this site is dominated by volume scattering from
the two bubbly ice layers; surface scattering is insignificant
forincidence anglesbetween 20 and 60°. The lower, denser,
bubbly layer at DS-7 contributes most of the volume scatter-
ing in this model. This results because the permittivity of
bubbles in the lower layer contrasts more strongly with the
density-dependent effective background permittivity than
in the lower density layer above. The predominant model
sensitivity is therefore to parameters in the lower ice layer.
Figure 8-14(a) shows results computed using three mean
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Fig. 8-14. Comparison of 10-GHz backscattering observations from
DS-7 and the Del Norte melt pond with model predictions based
on the independent Rayleigh scattering layer model of Section
8.2.2.2 for like-polarized backscattering cross sections at 10 GHz at
(a) DS-7 for different assumed bubble sizes in the lower scatter
layer, and (b) the Del Norte melt pond.
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bubble diameters (but holding bulk density constant)in the
lower layer. The bubble diameter of 4 mm in the lower layer
is the mean diameter measured independently. Mean
bubble diameter in the upper layer was set at 4.5 mm. The
results span a range of approximately 3 dB for a 50%
variation in mean bubble size (and, by way of the assump-
tions in the physical model, the same variation in the width
of the size distribution). Results for the independently
reported mean bubble size and for the smaller bubble size
agree well with the HH-polarized observations.

Modelresults also compare well with observations at the
melt pond site. Figure 8-14(b) shows four model curves for
the 10 GHz, HH-polarized backscattering cross sectionas a
function of incidence angle. The four curves at this site
show the effects of different assumptions for snow—ice
interface roughness. The lowest curve results from volume
scattering alone (from the thin layer of bubbles within the
melt pond), and falls approximately 2—5 dB below
the observations. The upper three curves correspond to the
smoothest, most probable, and roughest surfaces consistent
with independent characterization. The middle curve,
corresponding to the most probable roughness parameters,
agrees notably well with the observations. Note that these
curves are for HH-polarization; computed VV-polarization
curves are similar but slightly lower at incidence angles
less than 35°, where surface scattering plays some role
(Sections 8.2.2.2 and 8.3.2.2).

8.4.2.2. Dense medium radiative transfer. The applica-
tion of DMRT to this case is based on an ice model of two
scattering layers overlying a homogeneous, nonscattering
basement. The (scalar) permittivity of the basement is
computed from the equations of Frankenstein and Garner
[1967] and Vant et al. [1978] for moderately saline ice (3%0)
at a temperature of —9°C, consistent with the characteriza-
tion information. DMRT presently assumes planar layer
interfaces; the snow—ice interface roughness is therefore
neglected. The drysnow layerreported in the characteriza-
tion data has at most a negligible effect on backscattering,
though perhaps not on emission. A two-layer DMRT model
for emission is presently under development but is not fully
operational as of this writing. The DMRT results presented
here are therefore limited tobackscattering and thisin turn
permits neglect of the snow layer.

The densities in each layer, which determine the total
volume fractions occupied by scatterers, are set equal to the
independently measured layer densities. The scatterersin
each layer are assumed spherical, Rayleigh-scattering air
bubbles embedded in a background of ice. Because the
characterization data specify only mean bubble size, it is
desirable to employ a plausible single-parameter distribu-
tion of bubble radii in the ice model. A truncated Rayleigh
distribution is employed in this case. (Note that use of a
Rayleigh distribution is separate from the Rayleigh-scat-
tering assumption.) The mode of the distribution is set
equal to the reported mean bubble radius; this fixes the
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width of the distribution as well. The largest bubblesin the
distribution are relatively few, but they scatter strongly
because Rayleighscatteringincreases rapidly with increas-
ing particle size. If appreciable numbers of bubbles are
present that because of their size act as Mie rather than
Rayleigh scatterers, the total amount of scattering may be
seriously overpredicted. The Rayleigh size distribution in
this model is therefore truncated at an upper value of
bubble diameter for which Rayleigh scattering remains a
reasonable approximation, at least in view of the relative
abundance and fraction of total scattering from bubbles
near this size.

Figures 8-15(a) and (b) show computed backscattering
cross sections at 10 GHz for site DS-7, based on
densities in the upper and lower ice layers of 0.457 g/cm3
and 0.728 g/em3, respectively, and upper and lower layer
bubble mode diameters of 2.5 mm and 2 mm, respectively
(the latter diameter was set at the reported mean void
diameter for the lower layer—the assumed size distribution
then includes substantial numbers of bubbles with the
meanreported bubble size). The salinity of the background
ice is taken to be 0%c. The curves in Figure 8-15(a) result
from using a cutoff of 2 cm diameter in the bubble size
distribution, while those in Figure 8-15(b) result from a
cutoff of 0.96 cm. The former cutoffis a slightly liberal size
limit for the Rayleigh size distribution (in our experience),
whereas the latter cutoff is a slightly conservative limit.
The like-polarization results in Figure 8-15(a) agree well
with the observations, except perhaps at incidence angles
greater than 55° where the observations seem to show a
nonphysical upturn. The cross-polarized cross sections
from DMRT, however, seem approximately 4 to5 dB higher
than those observed. Adopting the more conservative upper
limitonbubble sizes, Figure 8-15(b), leads to like-polarized
results approximately 1 to 3 dB lower than observed while
the corresponding cross-polarized results agree with the
data very closely.

Figure 8-15(¢) shows corresponding results for the Del
Norte melt pond. The physical model in this case consists
ofa2ecm thick layer containing bubbles with mode diameter
1.3 mm, overlain by a 3.2 cm thick layer containing very
small bubbles (mode diameter 0.1 mm). The bubble sizes in
this case are small enough to make cutoffs unnecessary.
The density of both layers is 0.87 g/em3, and the relative
permittivity of background ice is set in this case to 3.2 +
10.02 to reflect the slight ice salinity reported at this site.
Model results agree with the like-polarized observations to
within 3 dB or less for angles between 25° and 55°. The
upturn in the observations at 20° is probably due to rough
surface scattering, but this model indicates that the domi-
nant mechanism in the observed return at larger angles

—~remains volume scattering. Note, however, that the DMRT
cross-polarized predictions at this site fall approximately
10 dB below the observations.

The strongest input parameter sensitivities in this model
are to mean (or mode) bubble size. For size distributions
other than Rayleigh, parameters controlling the relative

20_ . W{ — WV
1o nv| o vH=RY
1 &4 HH{ —  HH
0_
1 % 3 3 ==t
- ﬁ ............ g.-.i ------------ ‘3\
o i m §‘
20 ¥ iy : ! B
b P
—40 4
60 . - ' ‘ ‘
(b) 20
VW | —
e vl oW
1 o Hv VH = HV
4 HH| —- HH
0-
g
o =20
b .
—40 4
—-60 T T T ! '
(©)
20 T WT— w
18 Hy VH = HV
A —" HH
O—.
8,1 =
20
ob ] ey _:i__ i
-4 $ —
w] trg¥deggrd
1 m 0
—-60 T T T . 60
20 30 40 >0 %0 "

Incidence Angle, degrees

Fig. 8-15. Comparison of 10 GHz backscattering observations from
DS-7 and the Del Norte melt pond with model predictions based on
Dense Medium Radiative Transfer theory. Backscattering cross
sections at 10 GHz at DS-7 for (a) 2-cm and (b) 0.90-cm truncations
of the bubble size distribution in the lower bubbly layer, and (¢) like-
polarized backscattering cross sections at 10 GHz at the Del Norte
melt pond.



abundance of larger radius particles are also sensitive
model inputs. For example, varying the mode diameter of
bubble sizes between approximately 1.1 and 1.5 mm in the
bubbly melt pond layer above causes the VV-polarized cross
section to vary by approximately 7 dB and the cross-
polarized cross section tovary by 12 dB. A smaller sensitiv-
ity to salinity (i.e., to the imaginary part of the background
ice permittivity), and much smaller sensitivities to layer
thickness and density are also present in the model.

Itisinteresting that the independent scattering modelin
Section 8.4.2.1 predicts less volume scattering for the Del
Norte melt pond site than does DMRT. This may seem
contrary to our earlier statement that, for given input
parameters, DMRT predicts less scattering than indepen-
dent scattering. However, the physical models of this
section and the last differ in their bubble size distributions,
effective extinction coefficients, and other parameters. The
large bubbles in the Rayleigh size distribution scatter
disproportionately to their abundance, raising the level of
scatteringin the DMRT model. The independentscattering
model includes a nonclassical decrease in scattering with
decreasing ice density due to its decreased dielectric con-
trast between each bubble and the background ice. Thus
the comparison between these two models is not simple.
Comparison of DMRT and the model of Section 8.4.2.1 over
a range of densities would give a clearer picture of the
differences between them.

8.4.2.3. Dense medium theory—integral equation method.
The physical model assumed in DMT-IEM presently in-
cludes only a single scattering layer. Thus application of
DMT-IEM to the DS-7 and Del Norte sites requires the
derivation of effective parameters for single scattering
layers from the characterization data.

AtDS-7, the physical model for the ice consists of an 8-cm
thick layer of low-salinity ice (relative permittivity 3.3 +
10.003) containing single-sized, spherical, air bubbles of
diameter 4 mm. The volume fraction of air bubbles is 40%.
The relative permittivity of the underlying ice is the same
as the effective permittivity of the bubbly ice, 2.2 + 10.01.
Both the upper (snow—ice) and lower (ice—ice) interfaces are
assumed rough with roughness parameters 2 =0.14 cm, L
=2.0cm. The snow layeris neglected. Model results for like-
polarized, 10 GHz backscattering cross sections, shown in
Figure 8-16(a), agree with observations to within approxi-
mately 3 dB for incidence angles less than 55°. Cross-
polarized backscattering is not computed. The model pre-
dicts that volume scattering completely dominates rough
surfacescattering at DS-7 for incidence angles greater than
30°. Accordingly, the most sensitive model input parameter
in this case is mean bubble size.

At the melt pond site, the physical model consists of a
6-cm thick layer containing single-sized, 1.5 mm diameter
air bubbles; the air bubbles occupy 5% of the layer volume.
The relative permittivities of the background ice and ice
under the layerareboth 3.1 +10.01. The snow layeris again
neglected, and identical roughnesses for the snow—ice and
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ice—ice interfaces are again assumed, with parameters =
0.11 cm,L =4.3cm. Figure 8-16(b)shows the resulting cross
sections and comparison with observations; agreement is
again good. At thissite, DMT-IEM indicates a more impor-
tantrole forscattering from the snow—iceinterface (because
the permittivities of the ice layer background and underly-
ing ice match, scattering from the lower layer interface is
negligible).

It may seem puzzling that a model which predicts more
scattering than independent scattering agrees approxi-
mately as well with like-polarized observations asdo DMRT
(which predicts less scattering than independent scatter-
ing) and the independent scattering model of Section 8.2.2.2.
Note that the physical model used by DMT assumes a single
bubble size set at the independently estimated mean size,
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Fig. 8-16. Comparison of 10 GHz backscattering observations from
DS-7 and the Del Norte melt pond with model predictions based on
the Dense Medium Theory—Integral Equation Method. (a) Back-
scattering cross sections at 10 GHz at DS-7, and (b) like-polarized
backscattering cross sections at 10 GHz at the Del Norte melt pond.
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whereas DMRT and the independent scattering model both
assume size distributions with significant numbers of
bubbles larger than the mean size. The larger bubbles
scatter out of proportion to their relative abundance in the
size wavelength (i.e., Rayleigh scattering) regime in this
case study. Thus, DMT predicts roughly the same level of
backscattering as the other two models, because it predicts
greater scattering from smaller bubbles and does not as-
sume the presence of larger bubbles.

84.24. Many layer strong fluctuation theory. The
physical model for ice built into many layer SFT (bubbles
only on the boundaries of 1 cm diameter ice crystals) makes
treatment of ice like that in Figure 8-10 problematic; the
assumptions connecting ice salinity, density, and so on to
permittivity correlation functions seem unsuited to ice so
different from congelation ice. The application of many
layer SFT to site DS-7 therefore treats the upper, very low
density ice layers as layers of relatively large, spherical ice
particles embedded in air. Beneath the 10-cm, low-density
snow layer, the model employs a snow-like layer of density
0.460 g/cm® consisting of 5-mm diameter ice particles. Be-
neath this is a second layer of 3-mm diameter ice particles
with density 0.728 g/em?®. Underlying these layers is high-
density congelation ice with salinities given by those in the
measured profile. A model snow cover with parameters set
at the independently estimated values covers the ice. Fig-
ure 8-17(a) shows the computed effective emissivities for
DS-7 as functions of frequency at incidence angle 50°. The
model results roughly reproduce the drop in emissivities
between 6.7 and 18.7 GHz, but then rise again with increas-
ing frequency, contrary to observations. Therelatively good
agreementbetween the model and observations at18.7 GHz
carries over at all incidence angles, Figure 8-17(b). Com-
puted like-polarized backscattering cross sectionsat 10 GHz,
Figure 8-17(c), are also in good agreement with observation,
but predicted cross polarized cross sections are well below
the observations.

The situation is somewhat improved for the melt pond
site. The physical model for the ice at this site is more nearly
suited to the assumptions about ice morphology in many
layer SFT. The melt pond site is modeled as very low
salinity congelationice with1.2 mm diameter bubbles. The
number density of bubbles is determined by bulk density,
for each of five layers within the upper 54 cm of ice. Layer
densities and salinities are set directly from the measured
profiles. Figure 8-18 compares the results with observa-
tions. The 50° emissivity spectrum, Figure 8-18(a), com-
pares well with observations at 18.7 and 37 GHz, though
disagreements arise at 90 GHz and especially at the lower
frequencies. The angular emissivity responses at 18.7 and
37 GHz, Figures 8-18(b) and (c), also agree reasonably well
with observation, though the H-polarized emissivities oscil-
late as functions of angle due to coherent interactions from
various ice layers to a greater degree than do the observa-
tions. The model is quite sensitive to details of the salinity
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layer SFT model for DS-7. (a) Emissivity versus frequency at an
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18.7 GHz; and (c) backscattering cross sections versus incidence
angle at 10 GHz.
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Fig. 8-18. Comparison of observations with emissivities and 10 GHz backscattering cross sections computed using the many layer SFT
model for the Del Norte melt pond. (a) Emissivity versus frequency at an incidence angle of 50°; (b) emissivity versus frequency at
18.7 GHz; (c) emissivity versus frequency at 37 GHz; and (d) backscattering cross sections versus incidence angle at 10 GHz.

profile and the snowdepth, suggesting that coherent effects
may be overstated in the model. Note that the model has
accurately tracked the change in like-polarized backscat-
tering cross sections between DS-7 and the melt pond,
Figure 8-18(d). \

8.4.2.5. Modified radiative transfer. The physical model
for MRT in this case consists of a uniform, infinitely thick
scattering layer with a slight amount of azimuthal anisot-
ropy,i.e., with a preferred direction tilted slightly off verti-
cal and oriented in a particular way relative to the radar
look direction. This physical model results in cross-polar-
ized backscattering even with the current, first-order solu-
tion of MRT.

The dielectric parameters for site DS-7 are meanrelative
permittivities of 2.0 + i0.001 and 2.1 + i0.002 in directions

orthogonal to and parallel to the preferred direction, respec-
tively. The preferred direction is tilted 4° from vertical and
oriented 45° from the radar/radiometer look direction. The
normalized variances of permittivity are 0.2 and 0.25in the
orthogonal and parallel directions, respectively; the corre-
sponding permittivity correlation lengths are 2 mm and
2.5 mm, respectively. These parameters lead to the results
in Figures 8-19(a) and (b) for backscattering and emission.
Like- and cross-polarized backscattering fall 7 dB or more
below observations for most angles, while computed emis-
sivities show both levels and trends at variance with obser-
vation.

Dielectric parameters for the melt pond site are set at
2.8 +10.004 and 2.9 + 10.005 for orthogonal and parallel
mean permittivities, respectively. Normalized variances
are0.17 orthogonal and 0.20 parallel; permittivity correlation
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Fig. 8-19. Comparison of observations with emissivities and 10 GHz backscattering cross sections computed using Modified Radiative
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versus frequency at an incidence angle of 50° at DS-7; (¢) 10-GHz backscattering cross sections versus incidence angle at the Del Norte
melt pond; and (d) emissivity versus frequency at an incidence angle of 50° at the Del Norte melt pond.

lengths are 0.3 and 0.4 mm orthogonal and parallel, respec-
tively. The orientation of the preferred direction is the same
as for site DS-7. Figures 8-19(c) and (d) show the results for
backscattering and emission. Backscattering cross sections
are generally above the data while computed emissivities
show much more polarization difference than is observed.

Model sensitivity is again greatest for variations in
permittivity correlation lengths. For small tilts of the
preferred direction, such as that employed here, neither
scattering cross sections nor emissivities show strong sen-
sitivities to the azimuthal orientation. Additional model
sensitivity information is provided by Lee and Mudaliar
[1988] and Mudaliar and Lee [1990].

8.4.3 Discussion

DS-7 appears to be the opposite extreme to the gray ice
in our first case study, not only in terms of ice age, but also
ofits strength as a scatterer. Though only two of the models
we apply treat emission, both of these predict strong scat-
tering effects in both backscattering and emission. Four of
the models produce backscattering results that agree with
like-polarized observations to within 3 dB at DS-7, and
volume scattering is the dominant scattering mechanism
according to all four. This is encouraging, and may be
surprising given the difficulty of describing real ice at DS-7
in the physically idealized terms required by the models.
However, the four models offer considerably different ac-
counts of the physics behind the signatures. Clearly,



differing assumptions about the physical model for the
scattering medium and approximations in scattering phys-
ics can combine to produce results that are indistinguish-
able at a given single frequency, especially in the absence of
bubble size distribution information. We expect that strin-
gent multifrequency, multipolarization tests including
characterization of bubble size distributions would distin-
guish which of the accounts is closer to reality. The strong
scattering situation evidently makes accurate computation
of emissivities difficult; neither of the models we applied at
this site accurately explained passive observations.

Backscattering cross sections for the Del Norte melt
pond are comparable to those of the grayice in our first case
study, though they fall off less rapidly with increasing
incidence angle and show less polarization dependence.
The melt pond surface has larger height variations but
smaller surface slopes than the gray ice; of course the melt
pond also has lower salinity and larger volume scatterers.
Two of the models we apply at the Del Norte site indicate
that rough surface scattering and volume scattering both
contribute significantly to 10 GHz backscattering in the
midrange of incidence angles. DMRT and many layer SFT
account successfully for like-polarized backscattering in
terms of volume scattering alone for incidence angles greater
than 30°. The cross-polarization results from DMRT are
lower than observations, but model sensitivities are such
that a minor change in mean bubble size could bring them
intonear agreement. Again, the four models differ substan-
tially in their accounts of the volume scattering physics
behind the observations, but they agree that volume scat-
tering is an essential part of backscattering from even a
dense melt pond. Together with the DS-7 results, this
indicates that volume scattering from bubbles is the pre-
dominant backscattering mechanism for nearly all old ice at
10 GHz.

The effect of scattering on emission from melt ponds
remains unclear. Many layer SFT predicted accurate like-
polarized cross sections based on volume scattering alone,
but 19 and 37 GHz emissivities from this model showed an
oversensitivity to depth variation in model parameters.
This suggests the possibility that scattering at these two
frequencies is weak enough for reflectivity to again control
emissivity at this site. Emission calculations using DMRT
and DMT-IEM, which were not available at the time of this
writing but should soon be possible, should help in under-
standing this issue.

8.5 CONCLUSIONS

We set out in this chapter to clarify the state-of-the-art
inicesignature modeling. To this end, our case studies have
yielded several pertinent results.

We are able to compute emissivities for our smooth, bare
gray ice sample accurate to within less than 0.05 for fre-
quencies of 19 and 37 GHz and incidence angles less than
55°. This statement isbased on results from several models,
including polarimetric SFT, many layer SFT, and Modified
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Radiative Transfer. Ice 8 cm thick was, in our example,
effectively infinitely thick at 19 and 37 GHz. The essential
physics according to each of these models is the connection
between the emission and the reflectivity properties of the
ice, and thus the mean dielectric properties of the upper few
centimeters of ice; emission from this ice type was modified
only minimally by scattering. More accurate emissivity
calculations for this ice will therefore depend on improved
treatment of near-surface dielectric variations; note, how-
ever, that this conclusion may not hold for the type of
strongly scattering grayice reported in some radar observa-
tions (Chapters 5 and 14). At 6.7 and 10 GHz, we observe
a distinct feature in the frequency dependence of emission.
Emissivities computed using the many layer SFT model
agree with observations to within 0.04. According to this
model, the essential signature physics is coherent interac-
tion between waves from various depths in the ice; the
interaction is modulated by ice thickness and differing
salinity profiles (i.e., differing growth histories). This
frequency-dependent emissivity feature may prove valu-
able in sensing gray ice thickness from aircraft (or from
spacecraft if the spatial resolution of radiometers can be
improved sufficiently), provided we can learn to interpret
the signatures correctly. The present model ignores thick-
ness variations with the sensor footprint, however, and may
overestimate signature sensitivity to frost flower and sur-
face brine layers; this requires further investigation.
Backscattering from our gray ice sample at 10 GHz may
be explicable in terms of scattering from the rough air—ice
interface alone, but support for this explanation from our
comparison is not strong. Conventional first-order pertur-
bation theory correctly predicts the difference between like-
polarized backscattering cross sections, but the cross sec-
tions themselves fall only barely within the estimated
range of uncertainty below the observations. Uncertainty
in surface roughness characterization may play a role.
However, scattering from the air—ice interface alone is
clearly insufficient to explain the observed backscattering
level at 5 GHz. Neither did volume scattering modelsin our
study reproduce the polarization and incidence angle de-
pendencies observed for gray ice backscattering. The Dense
Medium Model—Integral Equation Method provides aclose
fit to both 5 and 10 GHz like-polarized backscattering
observations based on scattering from roughness at an
abrupt ice—~water interface in addition to the air—ice inter-
face. All our models indicate considerable 5 GHz penetra-
tion to the lower part of an 8 cm gray ice sheet, making this
explanation plausible. However, we unfortunately have no
quantitative characterization data for the lower ice surface
with which to test it. There are other presently plausible
mechanisms which also cannot be ruled out on the basis of
our data. Such mechanisms may figure in the anomalous
brightness of some gray ice in 5 and 10 GHz SAR images
(Chapter5). Onthe other hand, the results of Ulanderet al.
[1992] indicate that scattering from the air—ice interface
may indeed dominate 5 GHz backscattering from thicker
first-year ice. The operational importance of 5 GHz SAR’s
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for seaice observation strongly motivates further investiga-
tion of these issues.

Four of our models computed 10 GHz, like-polarized
cross sections for raised, bubbly old ice and for a melt pond
that agree with observations to within 3 dB, using input
parameters reasonably derived from independent ice char-
acterization. One model (DMRT) also produced cross-
polarized cross sections that agree with observations to
within 5 dB at the bubbly ice site. The strongest input
parameter sensitivities in each model are to bubble size
parameters, but the natural variability in ice density is so
large that it drives the cross section variation between sites
inourstudy. A quantitative link between cross sections and
density suggests that the variance of cross sections in an old
floe is perhaps (or perhaps not, see below) related to the
variance of ice density on the floe. The latter variance is
evidently related to refrozen melt pond coverage, a param-
eter of geophysical interest. Thus, our results suggest a
possible avenue of inquiry for remote sensing development.
However, the four models otherwise offer considerably
different accounts of the relevant scattering physics. Our
data are presently not sufficient to determine which version
is closer to reality. In contrast to backscattering, we find
emission at the strongly scattering site difficult to model.
This finding, together with our gray ice results, suggests
that perhaps backscattering is more easily computed when
scattering is very strong while accurate emission computa-
tions are more feasible when scattering is weak.

Several caveats are worth considering when applying
our results or reasoning from them. First, our case studies
examine only individual examples of three broad types of
sea ice, and there exist few other such case studies in the
literature. Moreover, we were compelled to focus on small
areas of ice that could be characterized sufficiently to
support our model comparison. We can say little about the
ranges of natural variability for each type, and we cannot
rule out the possibility that any given example constitutes
an extreme within the range for its type. Pending replica-
tion, our results should therefore be considered provisional.
Second, our case studies address only tworelatively simple
kinds of sea ice in a menagerie of ice types and conditions.
Our work cannot support sweeping generalizations about
scattering mechanisms in broad ice types or our present
signature modeling abilities for those types. Finally, our
comments on model sensitivities may or may not bear on
signature variability for a given ice type when scattering
dominates the signature. Present signature models com-
pute a mean signature, i.e., a signature averaged over
random mediumrealizations drawn from a single ensemble
(with given means and variances of ice properties). Chang-
ing input parameters amounts to choosing a different en-
semble, notjust a different realization; thus, examining the
mean signature variation for varying input parameters
may not give an accurate picture of signature variance for
different realizations drawn from the same ensemble.

Based on our study (and its limitations), we can draw a
few conclusions about the state of microwave sea ice signa-

ture modeling and new work that would contribute to
remote sensing. We now possess models to treat a variety
of potentially significant effects and processes. However,
the sophistication of our models exceeds our sophistication
in knowing which model to apply when and why. Funda-
mental questions remain as towhich effects mustbe treated
to compute specified signatures for specified ice types and
conditions. This problem can be addressed by further
studies like those of Ulander et al. [1992] and ours covering
awiderrange ofice types and conditions. Good ice and snow
characterization is central to this effort, and improved
methods of estimating parameters, especially scatterersize
distributions and ice surface roughness, are sorely needed.
Further studies are more likely to edify than confuse ifthey
begin with simpler conditions and move toward the more
complex. Tobenefit remote sensing more immediately, the
selected cases must also involve ice types and situations
that play significant geophysical roles.

However, there is a gap between focussed studies at
points on the ice and interpretation of data from airborne
and spaceborne sensors. The spatial resolution of these
sensors is typically larger than the areas we can character-
ize intensively enough for rigorous model tests. We pres-
ently know little about the magnitudes and length scales of
inherent, natural variability in ice properties, either those
that control signatures or, in some cases, those of geophysi-
cal significance. Lacking this understanding, itis problem-
atic to link mean signatures for a small but sufficiently
characterized ice region with signatures measured by sen-
sors that average over some (perhaps much) larger area.
This is, at the very least, a key validation problem for any
signature model or remote sensing algorithm. It requires
that we work out sampling strategies for characterization
measurements both within single sensor resolution cells
and for sufficient numbers of cells within a swath or scene.
Sampling strategies must be based on better information
about the horizontal length scales of both ice and signature
variabilities as well as signature model sensitivities. The
Canadian Sea Ice Monitoring Site (SIMS)experiment [Bar-
ber et al., 1991] is a valuable effort in this direction.

Better information alone might suffice if the problem
were one of validation alone, but this may not alwaysbe the
case. In virtually all signature models, we envision a slab
ofice that is homogeneous, at least in a statistical sense, in
the horizontal. If the sensor footprint covers an
inhomogeneous area of ice, we assume, often only implic-
itly, that the actual ice can be replaced by some homoge-
neous slab, the signature of which we compute using model
inputs derived from actual ice parameters. In remote
sensing, we equate the signature we measure with that of
the slab and, using a link between slab properties and slab
signatures, infer some effective geophysical parameter for
the actual, horizontally inhomogeneous ice. We assume the
effective parameter has some simple relation (usually
equality)tothe actual geophysical parameter, appropriately
averaged over the footprint. These are significant as-
sumptions. OQur guidelines as towhen they may break down



are mostly intuitive. Failure of these assumptions could
fundamentally limit retrieval of some geophysical param-
eters; ways might also be found of exploiting such a failure.
The issues here bear at least a superficial similarity to
validation and parameterization problems in large- or
mesoscale geophysical models; the relevant physical pro-
cesses there often occur on scales much smaller than the
model grid size (see, for example, Wettlaufer [1991]). In any
case, a quantitative description of this process seems pos-
sible and should be undertaken. The problem is also
amenable to ground-based experimental investigation; this
work could begin modestly and might involve only analyzing
existing data in a new way.

Finally, the benefits of signature modeling have so far
scarcely reached operational sea ice remote sensing. We
have made little use of the expanded information inherent
in time series of observations, but this avenue looks very
promising (Chapter 24). It is essential that we begin
developing methods to estimate geophysical sea ice param-
etersbased on what we understand now. Initial algorithms
are likely to be limited in applicability and less accurate
than maybe desired, but a starting placeis necessary before
refinements can begin. Moreover, even imperfect results
may show unexpected and valuable spatial or temporal
patterns in geophysical variables; this is precisely the
situation, for example, in the remote sensing of sea surface
winds using microwave scatterometry[Freilich and Chelton,
1986]. The key thing is to begin. As we enter an era of
routine floods of remote sensing data, the value of physical
signature models in geophysical data interpretation must
be made manifest.
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